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elcome 
 
 

 

On behalf of International Society for Optomechatronics, ISOM, and the Optical Research Center (Centro de 

Investigaciones en Óptica), CIO, we would like to welcome you to the 19th International Symposium on 

Optomechatronic Technology, ISOT 2018, in Cancún, Quintana Roo, México.  

We would like to thank the participation of ten distinguished plenary speakers whose abstracts are included at the 

beginning of the program guide.  

A total of 100 papers were accepted through a review process and will be presented at the Symposium; out of these 

papers, twenty were selected as invited. 

Participants of the ISOT 2018 came from around the globe and included 15 countries:  6 from Canada, 4 from China, 

2 from France, 3 from Germany, 2 from India, 1 from Italy, 1 from Iran, 8 from Japan, 72 from Mexico, 1 from 

Singapore, 1 from South Korea, 1 from Spain, 5 from Taiwan, 1 from United Kingdom and 2 from United States of 

America. 

The proceedings book “Progress in Optomechatronic Technologies: ISOT 2018” will be published by Springer under 

the book series "Springer Proceedings in Physics". 

We are happy and proud to have welcomed in Cancún well-known experts who came to discuss current and future 

challenges related to relevant topics in the tracks included in the program of the Symposium. Please enjoy the 

Symposium and the beautiful and peaceful beaches of Cancún.  

Thank you so much for participating!! 

 

 

 

 

 
 
 
 
 
 
 
 
 

 
In memoriam of Prof.  Joel Kubby, who was Steering Committee Member of ISOT.  

W 

 
Amalia Martínez-García 
ISOT 2018 General Chair 
Centro de Investigaciones en Óptica, México 
 

 
Indrani Bhattacharya 
ISOT 2018 General Co-Chair 
University of Calcutta, India 
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Welcome Address by the President of ISOM 
 

A warm welcome to the 19th International Symposium on Optomechatronic Technologies, ISOT. Over the years this 

special conference has established itself as a meeting point of a growing community of scientists working in the 

interdisciplinary field of optomechatronics. This covers a variety of topics that range from microelectromechanical 

sensors to astronomical telescopes, from medical instruments to computer and telecommunication equipment and from 

machines for nanolithography to industrial robots. Beside the annual ISOT symposia the open access, peer-reviewed 

International Journal of Optomechatronics IJO is a communication platform of the community. Furthermore the 

International Society for Optomechatronics ISOM was founded to promote research and activities in this field. You 

may find more information about ISOM on the webpage www.optomechatronics.org. Looking back, each ISOT had 

different topical foci, depending on recent developments and on the core research areas of the respective organizers. 

Now for the first time ISOT takes place in Mexico. Universities and research institutions in Mexico have an excellent 

reputation in optical metrology and therefore ISOT 2018 has an emphasis on optical sensing, optical metrology and 

optical inspection. But you will find contributions on robotics, autonomous vehicles, optical tweezers or 3D printing 

as well. The proceedings book “Progress in Optomechatronic Technologies: ISOT 2018” will be published by Springer 

under the series “Springer Proceedings in Physics” which will be indexed in ISTP (Conference Proceedings Citation 

Index).    

In addition to regular and invited oral presentations and posters there will be ten plenary talks, presented by well-

respected international experts. Thanks to the tremendous effort of Amalia Martínez García (General Chair), Indrani 

Bhattachariya (Co-chair), the International Program Committee, the Local Organizing Committee and the Technical 

Committee you will get information about latest research results, get the opportunity to meet colleagues from all over 

the world and enjoy the hospitality of an exciting country. You are heartily invited to attend ISOT 2018 in Cancún, 

México! 

 

 

 

 

 

  

 

Rainer Tutsch     

TU Braunschweig, Germany 

President of ISOM 
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Hosted by Centro de Investigaciones en Óptica, CIO 
In CIO we do basic and applied research that contributes to the knowledge generation as well as innovation in the 
optics and photonics field strengthening technological leadership in the country and promoting new enterprises based 
on knowledge. We offer the best graduate program in optics and photonics and contribute in the development of a 
technological and scientific culture. 
 
Centro de Investigaciones en Óptica is located in the city of León, Guanajuato, México, in the middle of the country. 
More information in https://www.cio.mx/en/  
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Venue 
 

Symposium will take place at the Krystal Hotel & Resort Cancún. 

 

Cancun is located on the north east coast of the state of Quintana Roo, in the south east of Mexico, at a distance of 

1,700 km from Mexico City. 

 

Cancun is a cosmopolitan city in the Mexican Caribbean with world class tourism development certified by the World 

Tourism Organization (WTO). Its relatively recent creation and its growing development have brought together an 

interesting mixture of inhabitants from different regions of Mexico and other countries, thanks to numerous job 

opportunities offered by the tourism sector. Furthermore, as result of its regional location, Cancun is renowned for its 

folk gastronomy and customs from the neighbouring state of Yucatan, and of course, the great Mayan Culture. 

 

The Mexican Caribbean is a unique corner of the world with a harmonious combination of natural beauties; 25% of 

its total area is considered to be an ecological reserve, and it has the second largest reef system in the world, making 

it a paradise. 
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Krystal Hotel & Resort Cancún 
Located: 23.2 km from Cancún International Airport 

Address:  Boulevard  Kukulcán, km 9, Zona Hotelera, 77500 Cancún,  Quintana Roo, Mexico 

Phone:  (998) 848 9800 

https://www.krystalhotels.com.mx/cancun   

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

Its Surroundings 

* Krystal Cancun, with a privileged location in the heart of the Hotel Zone of Cancun. 

* Close to the area of the most famous nightclubs and discos. 

* Very close to the Convention Center. 

* 15 minutes from downtown. 

* 5 minutes from La Isla Shopping Village. 

* 11 km from Plaza Las Americas. 

* 5 minutes from Plaza Kukulcán. 

* 1 block from Plaza Forum. 

* 13 km from the Nizuc Park. 

* 20 minutes from the Cancun International Airport. 
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Rooms Map  
Krystal Hotel & Resort Cancún 
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Topics 
 

 
International Symposium on Optomechatronic Technology: ISOT, the world premium annual meeting for 

connectivity between optics, electronics and mechanical technologies since 2000. 

 

The program of the Symposium will include, but will not be limited to, the following areas: 

Optical metrology 

Optical imaging/interferometry 

Optical fiber sensors 

Polarization sensing and imaging 

Laser-based sensors 

Optical sensors on robotics autonomous vehicles and other applications 

Optofluidics 

Optomechatronics for sensing and imaging 

Micro optoelectro mechanical systems 

Optical inspection for industry 

Adaptive optics 

Visual motion tracking and control 

Biomedical applications 

Vision-based monitoring and control 

Optical manipulation and tweezers and their applications 

Material laser processing 

Actuators based on optics and optomechatronics 

3D processing, 3D fabrication and 3D printer 

Thin film technology 

Solar cell 

Special Session 1: Polarization technology 

Special Session 2: Sensors based on the use of lasers and fiber optics 
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Symposium Committees 
Conference General Chair 

Amalia Martínez-García, Centro de Investigaciones en Óptica, México 

General Co-Chair 

Indrani Bhattacharya, University of Calcutta, India 

 

Honorary Chairs 

o Hyung Suck Cho, Professor Emeritus, KAIST, Korea 

o Toru Yoshizawa, Director, Non-Profit Organization "3D Associates", Japan 

Professor Emeritus, Tokyo University of Agriculture & Technology 

Former professor, Saitama Medical University and Yamanashi University 

o George K. Knopf, Professor, Department of Mechanical & Materials Engineering, Faculty of Engineering, The 

University of Western Ontario, Canada 

 

Steering Committee Members 

Yukitoshi Otani (JP) Philippe Lutz (FR) 

Wei-Chih Wang (TW) George K. Knopf (CA) 

Lionel Watkins (NZ) Yves Bellouard (NL) 

Toru Yoshizawa (JP) Jonathan Kofman (CA) 

Foued Ben-Amara (CA) Yeung Yam (HK) 

Hyungsuck Cho (KR) Kee S. Moon (US) 

Sergej Fatikow (DE) Yu-Lung Lo (TW) 

Youngjune Cho (KR) Rainer Tutsch (DE) 

Yoshio Hayasaki (JP) Indrani Bhattacharya (IN) 

Farrokh Janabi-Sharifi (CA) Ulrike Wallrabe (DE) 

Shun’ichi Kaneko (JP) Chen, Shih-Chi (HK/CN) 

Claudio Perez (CL) Amalia Martínez-García (MX) 

Okyay Kaynak (TR)  

 

Program Committee Members 

Yukitoshi Otani, Chair, (JP) Psang-Dain Lin (TW) 

Wei-Chih Wang, Co-Chair (TW) Rainer Tutsch (DE) 

Cheng-Mu Tsai (TW) Ryoichi Kuwano (JP) 

Chia-Yuan Chen (TW) Satoshi Hasegawa (JP) 

Chien-Hung Liu (TW) Sergej Fatikow (DE) 

Claudio Pérez (CL) Sheng-Lung Huang (TW) 
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Farrokh Janabi-Sharifi (CA) Shien-Kuei Liaw (TW) 

Foued Ben-Amara (CA) Shun´ichi Kaneko (JP) 

George K. Knopf (CA) Terry Yuan-Fang Chen (TW) 

Han-Sheng Chuang (TW) Toru Yoshizawa (JP) 

Hyungsuck Cho (KR) Wei-Chung Wang (TW) 

Jonathan Kofman (CA) Yasuhiro Mizutani (JP) 

Kee S. Moon (US) Yeung Yam (HK) 

Liang-Chia Chen (TW) Yi-Chin Fang (TW) 

Lionel Watkins (NZ) Yoshio Hayasaki (JP) 

Masaki Michihata (JP) Youngjune Cho (KR) 

Marenori Kawamura (JP) Yu-Lung Lo (TW) 

Ming Chang (TW) Yun-Jiang Rao (CN) 

Okyay Kaynak (TR) Yves Bellouard (NL) 

Philippe Lutz (FR)  

 

Local General Chair 

Gonzalo Páez Padilla, Acting Director at Centro de Investigaciones en Óptica, Chair. 

Baldemar Ibarra Escamilla, President of Mexican Academy of Optics, Co-Chair. 

 

Local Organizing Committee 

Francisco Cuevas de la Rosa Eduardo Tepichín Rodríguez 

Gabriel Ramos Ortiz Geliztle Alejandra Parra Escamilla 

Gerardo Ramón Flores Colunga Héctor Cerecedo Nuñez 

Juan Antonio Rayas Álvarez Jorge Ramón Parra Michel 

Jorge Mauricio Flores Moreno María Auxiliadora Araiza 

Manuel Ignacio Peña Cruz Miguel León Rodríguez 

María del Socorro Hernández Montes Noel Iván Toto Arellano 

Rodolfo Martínez Manuel Patricia Padilla Sosa 

Cruz Meneses Fabián Rosario Porras Aguilar (US) 

David Ignacio Serrano García Rufino Díaz Uribe 

Diana Tentori Víctor Hugo Flores Muñoz 

 

Technical Committee 

Annette Torres-Toledo, Technical Secretary 
Francisco-Javier Omedes-Alrich 

 

Lucero Alvarado-Ramírez 
José-Ignacio Diego-Manrique 
Guadalupe López-Hernández 
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19th ISOT 2018 Program at a glance 
Hotel Krystal 

November 5-7, 2018. Cancún, México 
 
Sunday 4: Registration 15:00-19:00, Executive Office 
Welcoming reception: 19:00-20:30, Seven Columns 
 

Time Monday 5 Tuesday 6 Wednesday 7 
8:00-17:30 Registration 

(closed from 13:00-14:30) Registration 
 (closed from 13:00-14:30) 

Registration 
(closed from 13:00-14:30) 8:30-9:00 Opening Ceremony 

 
 

9:00-10:00 
Plenary Talk 1: 

Emergence and Development of 
New Generation of Compact 

Photonic Sensors 
B. M. Azizur  Rahman 

City, University of London, United 
Kingdom 

Plenary Talk 4: 
Review of techniques to measure 

the cornea of the human eye 
Daniel Malacara Hernández 
Centro de Investigaciones en 

Óptica, México 

Plenary Talk 7: 
Problem-specific optical methods 
with application in biomechanics 

Katia Genovese 
Università degli Studi della 

Basilicata, Italy 
 

10:00-11:00 Plenary Talk 2: 
Polarization remote sensing of 

the atmosphere 
Joseph A. Shaw  

Optical Technology Center, 
Montana State University, USA 

 

Plenary Talk  5: 
Optical fiber interferometers for 

precision sensing 
Joel Villatoro 

University of the Basque Country 
UPV/EHU and IKERBASQUE –
Basque Foundation for Science. 

Bilbao, Spain 

Plenary Talk 8: 
Quantitative birefringence 

microscopy using a rotating polarizer 
Kallol Bhattacharya 

Department of Applied Optics and 
Photonics, University of Calcutta, 

India 
11:00-11:30  

Exhibit Hall Opening and Coffee Break 
 

 
11:30-13:10 

 
Research 

Parallel Session 
Invited Talks & Oral Contributions 

 

Research 
Parallel Session 

Invited Talks & Oral Contributions 

Research 
Parallel Session 

Invited Talks & Oral Contributions 

13:10-14:30  Lunch 
Restaurant Aquamarina 

Lunch 
(on your own) 

Lunch 
(on your own) 

 
14:30-15:30 

 
Plenary Talk 3: 

Collimation testing procedures 
using interferometry and moiré 

phenomenon 
Rajpal Singh Sirohi 

Physics Department, Alabama 
A&M University, USA 

Plenary Talk 6: 
Advances in Biomedical Image 

Processing of OCT images 
Vasudevan Lakshminarayanan 
University of Waterloo, Canada 

 
Plenary Talk 9: 

Interferometric micro- & and 
nanoscale patterning and its 

industrial applications 
Murukeshan Vadakke Matham 

Nanyang Technological University, 
Singapore 

15:30-16:30 

Posters Session 
Exhibit Hall Opening 

Posters Session 
Exhibit Hall Opening 

 
Plenary Talk 10: 

Some recent advances in digital 
image correlation 

Bing Pan 
Institute of Solid Mechanics, 

Beihang University, Beijing, China 
 

16:30-17:50 Research 
Parallel Session 

Invited Talks & Oral Contributions 

 
Research 

Parallel Session 
Invited Talks & Oral Contributions 

 

Closing Ceremony 

 
17:50- Photo   

 
20:00-  

 
Conference Banquet 

Room Krystal I 
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PLENARY SPEAKERS 
 
Speaker Biography 
 
Prof. B. M. Azizur Rahman received the B. Sc. Eng and M. Sc. Eng. degrees 
in Electrical Engineering with distinctions from Bangladesh University of 
Engineering and Technology (BUET), Dhaka, Bangladesh, in 1976 and 1979, 
respectively. He also received two gold medals for being the best undergraduate and 
graduate students of the university in 1976 and 1979, respectively. In 1979, he was 
awarded with a Commonwealth Scholarship to study for a PhD degree in the UK and 
subsequently in 1982 received his PhD degree in Electronics from University College 
London.  
 
In 1988, he joined City University, London, as a lecturer, where became a full 
Professor in 2000. At City University, he leads the research group on Photonics 
Modelling, specialised in the development and use of rigorous and full-vectorial 
numerical approaches to design, analyse and optimise a wide range of photonic 

devices. He has published more than 550 journal and conference papers, and his journal papers have been cited more 
than 4600 times with an h-index of 33. He has supervised 29 students to complete their PhD degrees as their first 
supervisor and received more than £11 M in research grants. Prof. Rahman is Fellow of the IEEE, Optical Society of 
America and the SPIE.  
 
 
 

Emergence and Development of New Generation of Compact Photonic Sensors 
Souvik Ghosh and B M A Rahman  

City, University of London, Northampton Square, London EC1V 0HB, UK 
Email: b.m.a.rahman@city.ac.uk  

 
ABSTRACT 

 
Although fibre based optical sensors are now sufficiently mature and well established in the market, however, designs 
based on more exotic tapered nanowires and photonic crystal fibres are becoming increasingly important and showing 
much improved sensitivity by accessing a larger evanescent field. Similarly, novel planar Integrated Optic design 
concepts, such as the silicon slot guide-based design is showing even greater promise, allowing the exploitation of 
well-developed CMOS fabrication technologies for potentially low-cost sensor elements. Micro-resonators supporting 
whispering gallery modes, plasmonic slots, and ring resonators are also emerging as novel photonic sensors by 
exploiting strong light-matter interactions. The designs and optimizations of a suite of novel optical sensors will be 
presented, showing the need and value of using rigorous full-vectorial numerical approaches. 
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Speaker Biography 
 
Prof. Joseph Shaw 
He is the Director of the Optical Technology Center, Professor of Optics and 
Photonics, and Professor of Electrical Engineering at Montana State University in 
Bozeman, Montana, USA. Dr. Shaw develops optical remote sensing instruments 
for applications ranging from laser detection of fish from airplanes to measuring 
clouds for climate science. He also is a passionate photographer and loves to use 
his pictures to teach about optics in nature. He is the author of the 2017 book, 
Optics in the Air, which shows and explains numerous photographs of beautiful 
optical phenomena that can be seen in nature. Recognition for Dr. Shaw's 
contributions to optics research and education include the Presidential Early Career 
Award for Scientists and Engineers, the Vaisala Award from the World 
Meteorological Organization, and the Award for Excellence in Talent 
Development from the University Economic Development Association. He has 

just been announced as the recipient of the 2019 G. G. Stokes Award from SPIE for outstanding contributions to 
optical polarization. Dr. Shaw is a Fellow of both the Optical Society of America (OSA) and the International Society 
for Optics and Photonics (SPIE). 

 
 
 

Polarization remote sensing of the atmosphere 
Joseph A. Shaw, Laura M. Eshelman, Martin Jan Tauc, Wataru Nakagawa 

Optical Technology Center, Montana State University, Bozeman, Montana, USA 
E-mail: joseph.shaw@montana.edu  

 
ABSTRACT 

 
The blue light we see in the sky is a result of molecular scattering ("Rayleigh scattering"), which also leads to strongly 
polarized light in a region located approximately 90 degrees from the Sun. At Montana State University we designed 
and built several all-sky polarization imagers to study the spatial, temporal, and spectral distribution of skylight 
polarization. We also are designing nano-engineered optical devices that can be used to build an imaging system with 
pixels that simultaneously filter the incident light by wavelength and polarization state. These devices will operate at 
wavelengths in the range of 1500-1800 nm for remote sensing of cloud thermodynamic phase (i.e., to determine if the 
clouds contain ice or liquid water). This talk will describe and show all-sky polarization images under different 
conditions that include clear and cloudy skies in day and night - as well as a clear sky during the total solar eclipse of 
21 August 2017 - and will briefly describe the nano-engineered optical elements and their intended use for cloud phase 
remote sensing. 
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Speaker Biography 
 
 
Prof. R.S. Sirohi had been deeply engaged in academic administration and 
research since 2000 as Director IIT Delhi (Dec. 2000- April 2005), Vice-
Chancellor Barkatullah University, Bhopal (April 2005-Sept. 2007), Vice-
Chancellor of Shobhit University, Meerut (Oct. 2007-March 2008) and Vice-
Chancellor of Amity University Rajasthan, Jaipur (March 2008-Oct.2009). Prof. 
Sirohi did his Masters in Physics in 1964 from Agra University and Post M.Sc. in 
Applied Optics and Ph. D. in Physics, both from Indian Institute of Technology, 
New Delhi in 1965 and 1970 respectively. Prof. Sirohi was Assistant Professor in 
Mechanical Engineering Department at Indian Institute of Technology Madras 
during 1971-1979. He became Professor in the Physics Department of the same 
Institute in 1979.  

 
Prof. Sirohi worked as Humboldt Fellow at Physikalische - Technische Bundesanstalt Braunschweig, Germany (1974-
75). He was a Senior Research Associate at Case Western Reserve University Cleveland, USA (1979-80). Prof. Sirohi 
was an Associate Professor at Rose Hulman Institute of Technology, Terre Haute, USA (1985-86). He was ICTP 
(International Center for Theoretical Physics, Trieste Italy) Consultant to Institute for Advanced Studies, University 
of Malaya, Malaysia and ICTP Visiting Scientist to the University of Namibia. He was Visiting Professor at the 
National University of Singapore (1996-97) and Humboldt awardee at the University of Oldenburg, Germany (1997-
98). During September 2011 and May 2013, he was Distinguished Scholar in the Department of Physics and Optical 
Engineering, Rose-Hulman Institute of Technology, Terre Haute, IN (USA). During August 2013 and October 2016, 
he was Chair Professor at Tezpur University, Assam (India). Currently he is serving as faculty member in the 
department of Physics at Alabama A&M University, Huntsville (USA). 

 
Prof. Sirohi is Fellow of several important academies/ societies in India and abroad including Indian National 
Academy of Engineering; National Academy of Sciences, Optical Society of America; Optical Society of India; SPIE 
(The International Society for Optical Engineering) and honorary fellow of ISTE and Metrology Society of India. He 
is member of several other scientific societies, and founding member of India Laser Association. Prof. Sirohi was also 
the Chair for SPIE-INDIA Chapter, which he established with co-operation from SPIE in 1995 at IIT Madras. He was 
invited as JSPS Fellow and JITA Fellow to Japan. He was a member of the Education Committee of SPIE.  
Some selected awards (out of 21) received by Prof. Sirohi are:  
• Humboldt Research Award (1995) by Alexander von Humboldt Foundation, Germany 
• Galileo Galilei Award of International Commission for Optics (1995) 
• Padma Shri, a national Civilian Award (2004) 
• Holo-Knight, inducted into Order of Holo-Knights during the International Conference-Fringe 05-held at 

Stuttgart, Germany (2005) 
• Life-Time Achievement Award by Optical Society of India (2007) 
• Gabor Award 2009 by SPIE (The International Society for Optical Engineering) USA (2009) 
• Distinguished Alumni Award by Indian Institute of Technology Delhi (2013) 
• Vikram Award 2014 by SPIE (International Society for Optical Engineering) USA (received 2015) 

 
Prof. Sirohi is a member on several Boards and Committees in India. He was the President of the Optical 

Society of India during 1994-1996. He has been President of Instrument Society of India for three terms. He was on 
the International Advisory Board of the Journal of Modern Optics, UK and on the editorial Boards of the Journal of 
Optics (India), Optik, Indian Journal of Pure and Applied Physics. He was Guest Editor to the Journals "Optics and 
Lasers in Engineering" and "Optical Engineering". Currently he is Senior Editor of the International Journal “Optical 
Engineering”, USA and Series editor of series on Optics, Photonics and Optoelectronics published by Institute of 
Physics, UK.  

 
Prof. Sirohi has published 245 papers in national and international journals, 72 papers in Proceedings of the 
conferences/symposia and has authored/co-authored/edited thirteen books including five milestones for SPIE. He has 
participated in numerous international and national conferences and presented 166 papers. He has delivered 56 invited 
talks in various national and international conferences/symposia. He was Principal Co-ordinator for 26 projects 
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sponsored by Government Funding Agencies and Industries. He has supervised 25 Ph.D. theses, 7 M.S. theses and 
numerous B.Tech., M.Sc. and M.Tech. theses.  

 
Prof. Sirohi's research areas are Optical Metrology, Optical Instrumentation, Laser Instrumentation, Holography and 
Speckle Phenomenon. 

 
 
 

Collimation testing procedures using interferometry and moiré phenomenon 
Rajpal Singh Sirohi 

Physics Department, Alabama A&M University, Huntsville AL-35763, USA 
E-mail: rs_sirohi@yahoo.co.in  

 
ABSTRACT 

 
Laser beam is highly directional and diffraction limited. For many applications the beam is expanded using an inverted 
telescopic system. Degree of collimation of such a beam is to be checked. Collimation of beam is essential in long 
path interferometry otherwise significant error may be introduced in the measurement. A number of methods have 
been devised over the years and this paper presents some of these methods.  
 
These methods can be grouped under two major heads; those based on interferometry and those based on moiré 
phenomenon. Plane parallel plate is the most commonly used element for collimation testing. Due to its inherent 
shortcomings, a wedge plate replaces it. The wedge plate also has some shortcomings and hence a wedge-plate pair, 
which provide self-referencing and double the sensitivity, has been proposed.  There are several modifications of this 
in which dual field is provided. Multiple-beam interferometry with a  coated wedge plate has also been used for 
collimation tesing. Also some methods are demonstrated which use phase conjugation as well for collimation testing. 
 
Linear grating when illuminated with a collimated beam, self-images: the transverse periodicity gets manifested into 
the longitudinal periodicity. However when the beam is either convergent or divergent, self-imaging still takes places 
but self-image planes are not equidistant and self-images are as if grating is projected. Location of self-image planes 
and pitch of the grating in the self-image planes is obtained using moiré phenomenon. A linear grating along with self-
imaging has been used for collimation testing. However, it requires a reference line like in wedge plate shear 
interferometry. Using a double-grating (two gratings enclosing an acute angle or obtuse angle) provides self 
referencing and double the sensitivity for collimation testing. We then proceed to study self-imaging with a triangle 
grating, a square grating and so on until it generates into a circular grating in the limit and examine their applications 
for collimation testing. 
 
• Rajpal S. Sirohi and Mahendra P. Kothiyal, Double wedge plate shearing interferometer for collimation test, Appl. 

Opt., 26, 4054-56 (1987) 
• Mahendra P. Kothiyal and Rajpal S. Sirohi, Improved collimation testing using Talbot interferometry, Appl. Opt., 

26, 4056-57 (1987) 
• K. V. Sriram, M. P. Kothiyal and R. S. Sirohi, Self referencing collimation testing techniques, Opt. Eng., 32, 94-

100 (1993). 
• K. V. Sriram, P. Senthilkumaran, M. P. Kothiyal and R. S. Sirohi, Double wedge plate interferometer for 

collimation testing - new configurations, Appl. Opt., 32, 4199-4203 (1993). 
• K. V. Sriram, M. P. Kothiyal and R. S. Sirohi, Collimation testing with linear dual-field, spiral and evolute gratings: 

A comparative study, Appl. Opt., 33, 7258-7260 (1994). 
• P. Senthilkumaran, K. V. Sriram, M. P. Kothiyal and R. S. Sirohi, Multiple beam wedge plate shear interferometer 

for collimation testing, Appl. Opt., 34, 1197-1202 (1995)  
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Speaker Biography 
 
Prof. Daniel Malacara obtained his B. Sc. in Physics in 1961 from the 
National University of Mexico, his M. Sc. in Optics in 1963 from the University 
of Rochester, and his Ph. D. in Optics in 1965 from the University of Rochester. 
In 1965, he joined the Institute of Astronomy of the National University of México. 
In 1972 he collaborated with Dr. Guillermo Haro in the creation of the Instituto 
Nacional de Astrofísica, Óptica y Electrónica in Tonantzintla, Pue., México. 
In 1979 he returned to the National University of México, to work as the leader in 
a project for the establishment of the Centro de Investigaciones en Óptica at León, 
Gto. He was its first General Director. 
 
He has been author and/or editor of several books in optics, were the most well-
known is the book Optical Shop Testing, for which he was the editor, and the author 
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Review of techniques to measure the cornea of the human eye  
Daniel Malacara Hernández 

Centro de Investigaciones en Óptica, México 
E-mail: dmalacara@cio.mx  

 
ABSTRACT 

 
In this presentation a review of the main techniques used to measure the radius of the curvature of the eye as well as 
its topography will be described. The advantages and disadvantages of each method will be considered. 
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Optical fiber interferometers for precision sensing 
Joel Villatoro 

Ikerbasque Research Professor 
University of the Basque Country UPV/EHU and IKERBASQUE –Basque Foundation for Science. Bilbao, Spain.  

E-mail: agustinjoel.villatoro@ehu.es 
 

ABSTRACT 
 

Interferometry in one of the most sensitive optical detection methods; it is widely used in high-resolution metrology. 
With optical fibers and associated fiber-optic devices, robust and versatile interferometers can be implemented. Such 
all-fiber interferometers have made possible the measurements of many variables in challenging conditions. In this 
talk, the research, advances, and novel applications of interferometric optical fiber sensors will be discussed. Instead 
of implementing all-optical-fiber versions of conventional interferometers, we have focused our research on new 
concepts and approaches to develop highly compact interferometers with specialty optical fibers. In most cases, we 
exploit the phase difference between two modes in photonic-crystal fibers, or between two supermodes in strongly 
coupled multi-core optical fibers. Microscopic interferometers built with polymer micro-cavities deposited onto the 
facet of a conventional telecommunications optical fiber will also be discussed. An important advantage of our 
interferometers is the fact that they operate at well-established telecommunications wavelengths and their 
interrogation can be carried out with battery-operated LEDs and inexpensive handheld spectrometers. Our efforts to 
develop devices that outperform state-of-the-art optical sensors in both sensitivity and functionality will be discussed. 
Some examples of interferometric sensors that the capability of sensing multiple parameters and that operate in real-
world environments will be given.  
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Advances in Biomedical Image Processing of OCT images 
Vasudevan Lakshminarayanan 

University of Waterloo, Ontario, Canada 
E-mail: vengumo@gmail.com  

 
ABSTRACT 

 
In this talk I will review the application of new computational methods for processing of Optical Coherence 
Tomography images for automated diagnosis of retinal diseases such as glaucoma, retinal detachment and macular 
holes, three major blinding diseases. There segmentation methods include graph theoretical methods, texture based 
methods, active contour with dynamic programming techniques, denoising methods as well as applications of deep 
learning techniques. 
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Problem-specific optical methods with application in biomechanics 
Katia Genovese 

School of Engineering, University of Basilicata, Italy 
E-mail: katia.genovese@unibas.it  

 
ABSTRACT 

 
The non-contact full-field capabilities of optical methods make their use particularly suitable for shape and 
deformation measurements for biomedical applications. Currently, in fact, optical methods are successfully used to 
map the regional varying material properties of biological structures thus allowing to gain an important insight into 
the mechanics of healthy and diseased tissues and organs. Nevertheless, the full potential of optical methods is still 
limited by the inherent complexity in terms of shape and material composition/distribution of most biological 
structures. To perform an accurate inverse mechanical characterization, in fact, it is of foremost importance to test the 
biological structure in its native shape under reproduced physiological load/boundary conditions. This requirement 
introduces a series of challenges that fail to be treated with traditional approaches and push towards the development 
of specially-designed measurement methods. 
 
A first problem occurs whenever the measurement involves largely deformed images such as those obtained from two 
angled-views of complex-shaped parts (e.g. in lower limbs studies) or from an inadequate temporal sampling of fast- 
or slow-evolving phenomena (e.g. in growth and remodeling studies) over a large range of deformation. A further 
frequent issue is represented by the need to get time-resolved information over the full 360° surface of complex-
shaped parts and/or to process sets of images obtained from different video-systems at different time and under 
different experimental conditions.  
 
This talk aims to give an overview on problem-specific experimental protocols based on Fringe Projection (FP) and 
Digital Image Correlation (DIC) that have been recently developed to collect dense sets of 3D shape and deformation 
data on complex biological parts. Illustrative examples of application to the in-vitro testing of natural and synthetic 
structures of biomedical interest are given presenting experimental data collected with standard stereo-DIC, hybrid 
DIC-FP methods, multi-camera and panoramic DIC systems. 
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Quantitative birefringence microscopy using a rotating polarizer 
Kallol Bhattacharya 

Department of Applied Optics and Photonics, University of Calcutta 
E-mail: kbaop@caluniv.ac.in 

 
ABSTRACT 

 
It has been widely recognized that the phenomenon birefringence can act as an effective marker for various diseases 
including a variety of cancer types where loss of birefringence in normal tissues as in cervical cancer or the formation 
of birefringence structures surrounding accompanying inflammatory reaction as thyroid cancer has been established 
and well  documented  However, microscopes for complete and quantitative estimation of birefringence are not 
easily available as most of the proposed prototypes are complex in terms of their optical configuration and data 
acquisition. A simple hardware configuration whereby a standard light microscope may be converted to a birefringence 
microscope capable of quantitative analysis of birefringence is therefore the key to the use of birefringence for 
diagnostic purposes. The present work specifically addresses this problem. In a typical bio sample under test, both the 
magnitude of retardation and its direction are in general space varying parameters. It will be shown that if the bio 
specimen is illuminated by linearly polarized light it is possible to evaluate both of these parameters over the sample 
zone by combining a series of images captured as the polarizer rotates in steps from 0 to 180 degrees. The technique 
is refined further by using interpolation techniques whereby it is possible to decode the entire birefringence 
information accurately by using only five image frames at five different orientations of the output polarizer. Results 
in terms of the normalized Stokes parameter and degree of polarization images for several samples including nerve 
tissues, malignant breast tissues and botanical specimens will be presented. 
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Interferometric micro- & and nanoscale patterning and its industrial applications 
Murukeshan Vadakke Matham 

Centre for Optical & Laser Engineering, Nanyang Technological University, Singapore 
Email: MMurukeshan@ntu.edu.sg  

 
ABSTRACT 

Optics technology that focuses on semiconductor, biomedical, and energy sectors in the recent past has seen the impact 
of nanoscale patterning, a challenging trend to achieve smaller features or devices with micro- or nano-scale features. 
This demanded automatically the need for achieving much smaller features beyond the forecasted sub- 30nm 
fabrication methodologies. Hence, there is significant push for smaller dimension recently that has posed many 
challenges. In this context, a new branch of conventional and nearfield optical concepts, such as evanescent wave and 
plasmonics, for improving patterning resolution has started developing. These approaches have been receiving 
considerable attention for its ability to produce high-density sub-wavelength features at the micro- and nano-scale 
levels. This plenary talk will be covering the above mentioned aspects focussing on the in house developed concepts 
and technologies in the related areas by the author’s group. The talk will initially details the need for using visible or 
near UV wavelengths for patterning and explore how interferometric concepts can enable such approaches. It will 
then details the development and instrumentation details of a multi-beam laser interferometric lithography system for 
conventional and near field optics assisted patterning at the micro- and nanoscale. These patterned structures are then 
demonstrated for semiconductor applications detailing the challenges faced in meeting the forecasted technology 
nodes of sub-30nm features by 2020. A configuration of layered plasmonic and gap mode assisted structures for 
improved broadband absorption in thin film Si solar cells will then be discussed followed by novel nanoscale 
patterning approaches using random optics such as the recently proposed and innovative speckle lithography.  This 
has proven to make reliable hydrophobic, hydrophilic surfaces, and black or white silicon structures for potential 
industrial applications. The talk will conclude by highlighting the current and future research challenges using periodic 
and aperiodic patterns obtained by interferometric approaches for high resolution imaging.,The conference travel and 
researches presented in this talk were supported through NTU, Singapore, COLE-EDB Funding and Ministry of 
Education (AcRF Tier 1), Singapore.  
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Some recent advances in digital image correlation 

Bing Pan 
Institute of Solid Mechanics, Beihang University, Beijing, 100191, China  

Email: panb@buaa.edu.cn 
 

ABSTRACT 
 

Digital image correlation techniques have been widely accepted as a versatile and powerful tool for full-field surface 
motion and deformation measurements of solid materials, components and structures. These outstanding advantages 
of DIC techniques (e.g., simple and inexpensive experimental setup, easy implementation, wide applicability with 
adjustable spatial and temporal resolutions, and strong robustness against ambient vibrations) not only have led to the 
dominance of DIC techniques in the experimental mechanics community over other competing interferometric optical 
techniques, but also engender their prevalence in new areas of application, such as material science, biomechanics, 
civil engineering, geotechnical engineering, and aerospace engineering.  

 
In this talk, we report the following important advances recently made in digital image correlation (DIC), which have 
enabled more accurate, more convenient and better DIC measurements to be made.  First, we developed a fast, robust 
and accurate DIC algorithm without redundant calculations, which combines a robust reliability-guided displacement 
tracking strategy with an efficient and accurate inverse-compositional Gauss-Newton algorithm. This advanced DIC 
algorithm outperforms existing one based on the classic Newton-Raphson algorithm in terms of efficiency, accuracy 
and noise-proof performance. Second, we comprehensively investigated the error sources involved in single-camera 
2D-DIC and stereo-DIC systems due to imperfect and unstable imaging, and presented a novel reference sample 
compensation method for accurate DIC measurements. Based on the thorough understanding of these error sources, 
we established three kinds of single-camera video extensometer, which can deliver real-time, accurate strain 
measurement in material testing.  In addition, we developed a novel mirror-assisted panoramic DIC system for full-
surface 360-deg profile reconstruction and deformation measurement in material testing. Third, we reviewed existing 
single-camera stereo-DIC techniques, and proposed a novel and elegant color stereo-DIC technique using a single 
color 3CCD or CMOS camera. Typical applications of the newly-developed color stereo-DIC are also demonstrated.  
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Using Deep Learning to Estimate User Impressions of 
Designs for 3D Fabrication 

Koichi TAGUCHI�, Manabu HASHIMOTO�, Kensuke TOBITANI��, Noriko NAGATA���
✝: Chukyo University, 101-2 Yagoto Honmachi, Showa-ku, Nagoya-shi, AICHI (Japan) 466-8666 

✝✝: Kwansei Gakuin University, 2-1 Gakuen, Sanda-shi, HYOGO (Japan) 669-1337 
✝: {taguchi, mana}@isl.sist.chukyo-u.ac.jp, ✝✝: {tobitani, nagata}@kwansei.ac.jp 

Abstract: In this paper, we propose a method for reflecting human impressions directly into product 
designs, for use in fabrication of products using 3D printers. The method automatically estimates 
human impressions of the shape of an item by analyzing the 3D shape in terms of three 
representative sensibilities: “hard-soft”, “sober-flashy”, and “unstable-stable”. This technique can 
be used for new 3D fabrication processes that reflect the designer’s intentions directly into the 
shapes of products. To estimate impressions of the shape of an object, we need to draw strong 
correlations between impressions, which are psychological factors, and aspects of the shape of the 
object, which are physical factors. The proposed method uses Deep Learning effectively to address 
this issue. The object being evaluated is first converted to a set of images by photographing it from 
20 surrounding directions. This image set is used as input data for Deep Learning, with parameters 
of human impressions of the object as a supervisory signal. In experiments, we used many 3D 
objects with assigned impressions that had been quantified using the semantic differential (SD) 
method. Experimental results show that the correlation coefficients between impressions estimated 
using the proposed method were 0.23 for “hard-soft”, 0.30 for “sober-flashy”, and 0.22 for 
“unstable-stable”, respectively. These values indicate that our deep learning-based method 
improved the performance by 0.02 for “sober-flashy” and “unstable-stable” compared with previous 
method. 

 
1. Introduction 

Fabrication equipment such as 3D printers has become increasingly common recently. With this change, fabrication 
processes are expected to transition in the future, from mass production (large volumes in a factory) to personal 
fabrication (by individuals). To realize this, each individual will need to have technology to create 3D data for 3D 
printers (“modeling technology”), but this is not a type of technology that everyone typically has. As such, we propose 
a method for estimating human impressions of an object, to be used to support such modeling technologies. Normally, 
we would consider that impressions of an object would be determined holistically based on shape, color and material, 
but for this research, we have assumed that shape is the dominant factor determining impressions of objects, based on 
a method from Tobitani et al. [1]. We also defined three types of impressions of objects as particularly important: 
“hard-soft”, “fancy-simple”, and “stable-volatile”. 

 
2. Previous research 

In previous research, Taguchi et al. [2] treated 3D models as point sets, proposed feature that focused on localized 
roundedness in the shape, and estimated human impressions of objects by analyzing with multiple linear regression. 
However, it was difficult to compute appropriate feature and discriminators for each impression with this method, and 
they were only able to apply it for the “hard-soft” impression. In contrast, this research uses a Deep Learning approach 
that can estimate typical impressions of the shapes of objects with one method that covers everything from selection 
of feature through to discrimination. 

 
3. Impression estimation method 

Our method uses a Deep Learning convolutional network with multi-viewpoint images to estimate impressions. We 
began by using the semantic differential (SD) method [3] to estimate values for impressions of each object, and we 
used these values as a supervisory signal. Input data for the network consisted of a set of images of the object taken 
from 20 directions spaced equally surrounding the object. Impression estimation was realized by using this image set 
as input for Deep Learning, and training to minimize the difference between the estimated result and the supervisory 
signal. Our method consisted of a first stage with five convolutional layers and three pooling layers, and a second 
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stage with a view-pooling layer, which integrated the multi-viewpoint image, and three fully connected layers. The 
error function used was least-squares error, and the optimization method used was Adam [4]. 

 
4. Impression estimation experimental results 

In our experiments, we used the SD method [3] to associate a supervisory signal to 3D objects. For 3D objects, we 
used bottle models. This models were made by us. Each 3D object was evaluated by 11 people, and the average 
response was used as the supervisory signal. In the experiments, the method by Taguchi et al.[2] and the proposed 
method were evaluated using correlation coefficients. The experimental data set was evaluated using cross validation. 
Figure 1 shows two distributions of relationships between the estimated results and the supervisory signal. Blue dots 
means results by previous method, and red dots means results by our new method. Also table 1 shows the estimation 
results and correlation coefficients with the supervisory signal. 

 
Figure 1 Relationships between the estimated results and supervisory signal. 

 

Table 1 Correlation coefficients between estimation results and supervisory signal 

Method Correlation coefficients for impressions 
hard-soft sober-flashy unstable-stable 

Our previous method[2] 0.41 0.28 0.20 

Proposed method 0.23 0.30 0.22 
 
Correlation coefficients between impression values estimated by the proposed method and the supervisory signal were 
0.23 for “hard-soft”, 0.30 for “sober-flashy”, and 0.22 for “unstable-stable”. As for “sober-flashy” and “unstable-
stable”, these results are 0.02 higher than results compared with our previous method which uses special features 
designed by humans [2]. 
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Abstract: There has been a recent interest in the creation and implementation of micro-devices 
for example in fields of Optics for photonic crystals [1,2], Materials Processing for developing 
hydrophobic surfaces [3]. For the development of this structures multiple techniques have been 
used, one of most common is Direct Laser Writing (DLW) that basically consists in the use of 
the properties of laser radiation to induce a permanent change in a material structure. For 
manipulating the sample through the laser beam a platform that enables movement of sample 
and beam manipulation becomes a first necessity for this technique. In this work the development 
and characterization of a 3D platform programmed using open source software (Python and 
Arduino) for creation of microchannel systems and surface processing is presented. 

 
A 3D platform developed from scratch and programmed using open source code like Arduino for controling the 
steppers that move the sample and change where the laser spot is focused and a Graphical User Interface created using 
Python was first characterized for printing different patterns by DLW in distinct materials through laser ablation and 
Low One Photon Absorption (LOPA). Since the physical processes are completely different, disctint optimal 
parameters like scan speed, laser intensity, minimal effective spot size should be find to get the best results using the 
platform created. 

The principal characteristics of the platform are minimal resolution in each axis of 20 micrometers, maximal 
speed of 322 !" #⁄ , minimal speed of 94 !" #⁄ , using a microscope objective LMH-5X-532 of Thorlabs the 
effective focused spot size was about 60 µm. 

For the laser ablation process a Nd:YAG pulsed laser double in frequency, wavelenght centered at 532 nm, pulse 
duration of 5 nanoseconds, repetition frequency of 10 Hz was used. The laser ablation was performed in soda lime 
glass sustrates printing microchannels in the surface. A whole methodology was determined from sustrate cleaning to 
post-ablation treatment. It was found that the optimal scan speed is 94 !" #⁄  and laser average intensity of 8 mW. 

The following images show some of the best results obtained by the laser ablation process. 
 

 
 
 

 
 

 
 
 
 

Fig. 1 Holes grid produced by laser ablation (left) and hole from grid in more detailed (right).  
 

In Fig.1 each hole was created by letting the laser hit that spot for 40 seconds. The average separation between 
each hole is around 1100 µm. The average diameter of each hole is 60 µm. 
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The next image shows a microchannel with a 1 cm lenght, 300 µm wide and average depth of 155 µm.  

Fig 2. Section of the microchannel mentioned aboved (left), graph of depth obtained with Keyence VH-5000X microscope (left) 
and simulation of speed flow inside the channel made in Comsol. 

 
It can be observed in Fig. 2 that the borders of the microchannel are homogeneous and smooth. A simulation in 

Comsol was created to see how flow will behave inside the channel. As expected at the center we find maximum speed 
and near the borders speed becomes almost zero. 

For LOPA photolithography a Millenia Pro 5W continuum laser was used, with wavelenght centered at 532 nm. 
A SU-8 2050 film was deposited in soda lime glass sustrate by spin-coating. It was find that optimal scan speed is 320 
!" #⁄  and laser intensity of 50 mW. 

One of the most important results in this case was the fabrication of a diffraction grating with average sepration 
of 100 µm, show in the image below. 

 
 

 
 
 
 

 
 
 
 
 
 

Fig. 3 Diffraction grating (left) and diffraction patterin obtained (right). 
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Abstract: In this work different geometries are produced by laser ablation in a soda-lime glass 
substrate of 0.160 mm by using a nanosecond pulsed laser 532 nm wavelength. These geometries 
as micro channels and micro cylinders are patterns where colloidal suspensions are deposited in 
order to study the behavior of the hard spheres when they are influenced by confinement of nearby 
walls so they can be analyzed by confocal microscopy. Simulations in software as COMSOL and 
C++ programming are also considered to compare the experimental results with the theoretical ones. 

 
1. Introduction. 

 
Microfluidics has become relevant in many fields of research today. Microchannels can be used for high-throughput 
sorting of cancer cells and healthy blood cells in a blood sample; lab on a chip devices are also examples of the 
increasing interest in the development of microfluidics field [1]. Colloidal suspensions need to be studied to understand 
how new medicaments will behave in human blood flow in narrow tubes or in order to understand the process of 
crystallization or sedimentation when only a gravitational force is acting. These examples consider that particles have 
a defined initial distribution and tend to distribute them in certain trajectories in the fluid when external forces act on 
the particles, such as electric or magnetic forces [2]. 

 
Colloidal suspension hard spheres have been widely studied in bulked fluids when it comes to Brownian motion 

related. The aim of this work is to study the behavior of these hard spheres when they are in the presence of confined 
walls as diffusion coefficients and flow of the particles. Most of the well known behavior of the colloids is in the 
diluted limit, but our particular interest is to work with more concentrated suspensions where the interactions between 
the hard spheres become more important [3].  

 
 

2. Our project. 
 

In order to achieve our goals we first have to develop a method to identify the particle trajectories of a colloidal 
suspension. These concentrated suspensions are deposited in micro cylinders and micro channels which are produced 
by laser ablation on glass substrates approximately of 0.160 mm width. We are working with a neodymium YAG 
pulsed laser of 532 nm that through a lenses arrangement provides from 6 to 8 mW to produce the geometries 
mentioned before.  

Once suspensions are put in these configurations we are able to collect images from a confocal microscope, which 
will be analyzed by IDL (Interactive Data Language) Workbench software. The analysis of these images will provide 
the hard spheres trajectories through a frame time previously determined well, the radial distribution function and the 
MSD (mean squared displacement). High concentrated polimetylmetacrilate (PMMA) particles confined in large 
cylinders, figure 1, were used in the very first analysis with IDL workbench to obtain the radial distribution function, 
figure 2.  

An algorithm developed in C++ language reproduces statistical methods such as Monte Carlo and Brownian 
dynamics. From theoretical assumptions we will be able to provide certain information to the algorithm and obtain 
information from the colloidal systems as radial distribution of the particles and other macroscopic properties. [4-5]. 
Particle tracing module in COMSOL Multiphysics software is another tool we are using to simulate the Brownian 
motion of the colloidal particles in the different geometries to compare the images obtained from the confocal 
microscope. 

We are expecting to obtain similar results from the experiments and the simulations to have a better understanding 
of how the hard spheres react when confined in different geometries in concentrated suspensions. 
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Fig. 1. PMMA particles seen from a confocal microscope. 
 

 
Fig. 2. Radial distribution function g( r) from PMMA particles. 

 

 
Fig. 3. Micro cylinders in a 0.160 mm glass substrate. 
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Abstract: Selective Electron Beam Melting (SEBM) is emerging as one of the most developed 
metal powder-based Additive Manufacturing (AM) technologies, however, SEBM process 
parameters control and optimization are still the toughest challenge in maximizing the quality of the 
manufactured parts. A multi-scale simulation framework is proposed to study the SEBM process 
parameters in Ti6Al4V titanium alloy fabrication. Utilizing Monte Carlo ray-tracing simulations at 
the micro-scale for electron-atom interactions and at the meso-scale for electron beam-powder 
interactions, we proposed a new volumetric heat source considering the effects of the powder bed. 
For investigating the melt pool dimensions and temperature distribution of the process, the new 
volumetric heat source is used in a 3-dimensional finite element heat transfer simulations. It is 
proven that the numerical results are in good agreement with published experimental data. 
 
Keywords: Selective electron beam melting, Ray tracing, Volumetric heat source, Melt pool  

 
1. Introduction  

Together with others Additive Manufacturing technologies, including Direct Energy Deposition (DED) or Laser 
Engineer Net Shaping (LENS), powder-based systems such as Selective Electron Beam Melting (SEBM), Selective 
Laser Sintering (SLS), Selective Laser Melting (SLM), SEBM is one of the few technologies having the capability of 
fabricating full-density operational metallic components [1]. However, process parameters play a crucial role in the 
quality of the fabricated metal parts. Hence, investigating the influence of SEBM process parameters on melt pool 
geometries and thermal distribution through numerical simulation is extremely necessary and much more efficient 
compare to the conventional trial-error approach [2]. Moreover, the fidelity of numerical calculations is strongly 
dependent on the modeling of the heat source. Accordingly, the present research introduces a new volumetric heat 
source and a multi-scale simulation framework for the SEBM process constructed based on Monte Carlo ray-tracing 
simulations in both atomic level and powder-scale level. 

2. New volumetric heat source for powder-bed SEBM process 

Initially, ray-tracing simulations are performed in a micro-scale level to investigate the interactions between electrons 
and bulk material atoms of Ti6Al4V. Final results of the micro-scale simulation is the absorption characteristics of 
electron energy as a function of impinge angle. The absorptivity is then applied as input to Monte Carlo ray-tracing 
simulations conducted at the powder particle level (meso-scale) in order to obtain the absorption profile of the electron 
beam energy along the depth of the powder layer constructed with a known powder size distribution [3]. Lastly, a 
derivation of a new volumetric heat source is proposed and utilized as the input to COMSOL Multiphysics® finite 
element (FE) simulations to study the molten pool geometries and temperature distribution as a function of the process 
parameters (beam current, beam diameter and scanning speed). As a result of the meso-scale simulation, the absorption 
profile along the depth of the powder layer of Ti6Al4V can be obtained, hence, the volumetric heat source can be 
derived as follows: 

 %(', ), *, +) =
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where / is the electron power, 12 is the beam radius and the absorption profile through the depth of the powder 
bed is described by a derivative term dA/dz [3]. 

3. Model validation and discussions 

The fidelity of the proposed numerical framework was evaluated by conducting comparison between the numerically 
calculated melt pool dimensions with a corresponding thermal profile along a single scan and the experimental results 
published by Price et al.[4]. The simulations commenced by studying the influence of the electron beam current on 
the molten pool geometries and thermal distribution. For the consideration of beam current effects, two different beam 
currents were studied, namely 4.8 mA and 7.7 mA. The scanning speed of 506 mm/s and beam diameter of 0.65 mm 
were kept constant in all of the simulations. For both cases of beam current, a rise in both melt pool length (see Figure 
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1 (a)) and melt pool width (see Figure 1 (b)) with an increasing beam current as a result of the higher thermal energy 
input to the powder bed during the single scan. Figures 1 (c) represents the calculated thermal distribution along the 
scanning direction in comparison with the experimental data for beam currents of 4.8 mA and 7.7 mA in [4]. It is 
observed that the current simulation case reached a maximum temperature approximately 200 K and 500 K higher 
than the experimental value for a beam current of 4.2 mA and 7.7 mA, respectively. However, the overall trends of 
thermal distributions in both simulation cases are in good qualitative agreement with the experimental profiles 
obtained by Price et al. [4].  

 
Fig. 1. Effects of SEBM beam current on melt pool dimensions. (a) Melt pool length, and (b) melt pool width. (Note that the 

present simulation results are compared with the experimental and simulation results reported in [4]). (c) Comparison of 
simulated and experimental temperature profiles along single scan track given electron beam currents 

 

Melt pool dimensions and thermal profile along the scan track obtained by the FE heat transfer simulation in pure-
thermal conduction mode are both in good agreement with the experimental results recorded by Price et al.[4], hence, 
the accuracy of the numerical modeling framework is confirmed. 
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Abstract: In this work, we demonstrate the feasibility to create microfluidic devices using 
Stereolithography (SLA) 3D printing as a simple and low-cost methodology compared to 
conventional soft-lithography carried on at cleanroom facilities. SLA printing has gaining much 
interest for rapid prototyping of designs in the fields of jewelry, dentistry and materials engineering. 
Therefore, we explode this potential in microfluidics for creating biocompatible platforms. 
Reproducibility of devices using this fabrication strategy was achieved for a minimum feature size 
of 750 µm. Moreover, we have qualitatively proven the biocompatibility of the microfluidic devices 
for culturing of HeLa cells by following a simple surface functionalization strategy. This study 
opens up a pathway for fabricating low-cost, portable and biocompatible microfluidic devices 
subject to the imagination of the designer to create new biosensing platforms. 
  

1. Fabrication of 3D printed microfluidic devices  

Computer-aided design (CAD) of microfluidic devices was done in Autodesk Inventor (Education stand-alone 
license). Two configurations of SLA printed parts were designed: devices used as master molds for replica of soft 
polymers, and microfluidic devices made entirely of photoresin. Printing of designs was done in a desktop SLA 3D 
printer (Form 2, USA) using two types of resins: standard clear and dental LT (Formlabs, USA). The procedure for 
printing the microfluidic devices can be found in [1]. The first step consisted of studying the minimum resolvable size 
(MRS) of printable microfluidic devices in the X, Y and Z axes. According to the manufacturer, the theoretical MRS 
of the SLA printer is 150 µm for X and Y axes, and 25 µm for Z axis. Therefore, microchannels with rectangular and 
circular cross-section dimensions from 25 µm to 1500 µm were printed, see Fig. 1-(1).  

For devices used as master molds, a subsequent step was followed to replicate soft polymer microfluidic devices. 
Polydimethylsiloxane (PDMS Sylgard 184, Dow Corning Corp) was prepared at a mixing ratio of 1:15. A degassing 
step was done using a desiccator and a vacuum pump for 30 min. Then, PDMS was gently poured into the master 
molds followed by a second degassing step. PDMS was cured for 4 h using a hotplate at 40°C. The replica microfluidic 
devices were unmolded at room temperature. Inlet reservoirs for injection of liquids were done using a 3 mm in 
diameter punching tool. Finally, sealing of the PDMS microfluidic devices was done by using an oxygen plasma 
treatment (15 s at 20 sccm of O2) for permanent bonding of the devices with previously cleaned glass slides, see Fig. 
1-(3).  

2. Characterization of 3D printed microfluidic devices 

The topography of printed devices used as master molds was characterized using a profilometer (KLA Tencor D-600) 
to resolve for the MRS of the X, Y and Z axes. For 3D microfluidic devices printed directly on standard clear and 
dental LT resins, simple visual inspection was carried out to verify the openings of the microchannels, see Fig. 1-(1b). 
Filling of the microchannels was done by injecting a mixture of ethanol and blue ink using an ultra-fine insulin syringe 
(6 mm x 31G, BD Veo) affixed to each inlet reservoir, see Fig. 1-(2a).  

3. Biocompatibility of 3D printed parts 

Biocompatibility of the 3D printed parts was qualitatively studied by culturing HeLa cells. Two methodologies were 
studied: 1) Direct culturing of HeLa cells on devices made of biocompatible Dental LT resin, and 2) HeLa cell 
culturing on devices made of standard clear resin using a surface pretreatment with Poly-D-Lysine similar to [2] but 
with a simpler methodology. An 8-well support was designed and printed with wells of 6.25 mm in diameter and 
different heights for volumes in the range of 20 to 50 µL, see Fig. 1-(4). 

Sample pretreatment. The entire 8-well support was washed using ethanol (70% ethanol in water (v/v)) and let it 
dry at room temperature. The part was then sterilized using UV light for 15 min in a laminar flow hood. Any residual 
ethanol was removed by rinsing the support with 3 mL of PBS (pH 7.4) in three subsequent steps. As follows, the 8-
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well support was filled with poly-D-lysine (hydrobromide [2 mg/mL]) and incubated at 37°C for 1 h. Thereafter, any 
excess of poly-D-lysine was removed by rinsing three times with PBS. 

Cell culturing. HeLa cells were grown in a 25 cm2 flask up to 90% confluency and passed according to 
conventional protocols. The cells were resuspended in 4 mL of culture medium and the wells of the support were filled 
with the correspondent volume of cell resuspension. The support was then incubated for 2 days at 37ºC. 

Cell observation and survival study. After 2 days of incubation, 1 mL of PBS was added to the culture dish and 
the support was turned upside-down for observation, avoiding bubble formation in the wells. Images of adherent cell 
at the bottom of the wells were taken using an inverted microscope (Zeiss Axon integrated with a pixel-linked camera 
(PL-B959U)). For determining cell survival, a Trypan Blue Stain for live-dead cells was employed. In this 
methodology, all cells are detached from the support, get resuspended in PBS and, after incubation with Trypan Blue 
and rinsing, dead cells display cytoplasmic incorporation of the blue dye, see Fig. 1-(6). 

 

 
Fig. 1. Schematic showing SLA printed microfluidic devices. (1) Master molds (a), and microchannels (b). (2) 3D printed 

microfluidic devices (a) using clear (b) and dental LT (c) resin, respectively. (3) Master mold of serpentine microchannel and 
cross-sectional profile (a), PDMS replica with and without embedded air bubbles (b). (4) 8-well support surface pretreatment 

with Poly-D-Lysine. (5) HeLa cells attached to the bottom of a well. (6) Cell survival showing death cells with blue color inside  

4. Results and discussion  

In regard to 3D printed master molds, topographical measurements showed that reproducible devices were obtained 
for dimensions above 750 µm and 1000 µm (with a 5% error) for the standard clear and dental LT resin, respectively, 
see Fig. 1-(1,3). We noticed that replicated PDMS microfluidic devices from master molds cured with UV sunlight 
had embedded air bubbles after curing the PDMS in the hotplate at temperatures above 40°C, see Fig. 1-(3b). We 
assume that air filtrated through small pores of the cured photoresin. To circumvent this issue, we used a 365 nm UV 
light for 20 min using a commercial nail-curer device (54 W), which combines UV light and temperature increase to 
improve the post-curing of the printed parts.  

With respect to the microfluidic devices printed by SLA, also the minimum resolvable size was 750 µm, see Fig. 
1-(1b). We assume that clogging of microchannels with features below 750 µm occurs due to the high viscosity of the 
uncured resin that is trapped inside the microchannels while printing the parts. Filling of 3D printed microfluidic 
devices was successfully proven without any clogging of the microchannels, see Fig. 1-(2). 

The biocompatibility of the devices was qualitatively demonstrated using the surface functionalization 
pretreatment with poly-D-Lysine for culturing of HeLa cells, see Fig. 1-(4). Attached cells at the bottom of the 8-well 
support with the proper morphology were observed and the staining methodology showed the presence of live cells, 
Fig. 1 – (5,6). One drawback that needs to be addressed is the poor transparency of the printed devices which made 
challenging the visualization of cells in the inverted microscope. We also discarded the directly use of Dental LT as a 
biocompatible resin for HeLa cell culturing owing that the cells died during the procedure.  
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Abstract: This work shows the application of an optical system built in a 3D printer. Its operation 
and characteristics are shown. 

 
Introduction. 
 
An optical system is a set of mechanical and optical elements placed in an aligned and systematized form, their 
objective is to make a measurement that is recorded through a natural or artificial sensor [1,2]. 
 The interest of this work was to realize through a 3D printer the construction of a mechanical system, and 
implement an optical system adjusted to our possibilities, as well as adjust a hamamatsu avalanche sensor. 
 A small experiment was carried out to show the functioning of our system built with an adaptation with 
some mechanical elements [3-6]. 
 We present in this work the measurement of a pair of experiments for the characterization of the optical 
3D-PLA system, these experiments consisted in measuring the speed of a chopper, and the water velocity of a small 
source system. 
 As an example, Fig. 1 shows the assembly of the experiment with a chopper and its frequency to determine 
the speed [7,8]: 
 

 

 

 
Fig. 1. Operation of the laser doppler velocimeter system. 

 
 
The determination of the speed of the chopper is made for some loops of the experiment, obtaining the results shown 
in the Table 1 shown below: 
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Table 1 

 
 
Where the average central speed recorded in this experiment is 6.81cm / sec. 
 
Through the construction of this prototype, and its evaluation in the previous experiments, the utility was demonstrated 
in applications where it is necessary to measure the speed in a non-invasive way. It is planned to continue with the 
research of the system, as well as to make improvements in the proposed design. 
 

1. Improvement of the optical system: perform the design and construction of an objective system with variable 
focal distance, and present corrections of the spherical aberration, to be able to make measurements in 
positions further away from the anemometer. 

2. Perform fiber optic application, to decrease the physical size of the system. 
3. Improvement of the light source: implement a spatial filtering on the source, as well as the lens of collimation 

and concentration. 
4. Improvements on the data acquisition system: design and implement a system that performs the analog-digital 

conversion, dimensioned to a specific band. Implement wireless communication from the acquisition system 
to the processing system. 

5. Improvements on the software: make the program through the Python language, and implement it on Android. 
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Abstract: The mechanical properties of biological tissues have great significance for researching, 
diagnosis and therapy of diseases. However, the structure of biological tissues is relative 
complicated, and it is very difficult to testing the internal full-field mechanical properties. An 
experimental system which is adapting to testing the static compression of biological tissues has 
been integrated combined with a high-accuracy loading equipment and an existing optical coherence 
tomography (OCT) system in the laboratory. The sensitivity of the test system based on digital 
volume correlation (DVC) method and the OCT system is 0.3 µm for displacement tests and is 9×10-
4 for strain tests according to the stationary tests. The accuracy of the test system is 3.4% for 
displacement tests according to the test of rigid body displacements and is 9.7% for strain tests 
according to the compressive tests. Furthermore, the elastic modulus of a homogenous material was 
acquired (Young’s modulus is 1486.0 kPa which matches perfectly with the tensile test result and 
Poisson’s ratio is 0.477) by the virtual fields method (VFM). Finally, the internal full-field 
deformation and elastic modulus of a double layer phantom were acquired by the DVC method 
based on OCT and the VFM. The research results not only enriched the new technology of 
experimental mechanics but also provided a new testing method for biomechanical tests. 

 
1. Introduction 

The mechanical properties of biological tissues have great significance for diagnosis and therapy of diseases. However, 
the structure of biological tissues are relative complicated and it is very difficult to testing the internal full-field 
mechanical properties. Digital volume correlation (DVC) method depends on 3D imaging technique and can make 
the non-contacting internal full-field displacement and strain testing come true. Optical coherence tomography (OCT) 
is a high-resolution 3D imaging technique. If it is combined with DVC technique, it will realize the high-resolution 
full-field three-dimensional testing for internal mechanical properties of biological tissues.  

As OCT provides good contrast for soft tissue images and high resolution, DVC method is applicable to OCT 3D 
reconstructions. Fu et al applied DVC on OCT reconstructed volumes to derive volume strain data for the first time 
[1]. However, the FFT based algorithm induces aliasing fringes in the displacement and strain fields, which brought 
serious interruption to the measuring results, especially to the strain field. In the same year, Nahas et al combined full 
field OCT with DVC to measure the static strain map in micron scale [2]. They have verified their method through 
comparing the ratio of the average values of strain in two different layers with the ratio of the Young’s modulus of the 
two layers. However, the accuracy for strain and displacement distribution was not verified and the accurate values of 
the Young’s modulus were not acquired. Hence, the properties of composite materials have not been revealed using 
OCT and DVC method in biomechanics. 

An experimental system has been integrated combined with a high-accuracy loading equipment and an existing 
OCT system. And then, the sensitivity and accuracy of the test system based on OCT system and DVC method have 
been verified by experiments. Furthermore, Young’s modulus of a homogenous material was acquired with high 
accuracy combined with the virtual fields method (VFM). Finally, the internal full-field deformation and elastic 
modulus of a double layer phantom were acquired by the DVC method based on OCT and the VFM. 

2. Methods 

For the DVC method, lately Pan et al proposed a 3D inverse compositional Gauss–Newton (IC-GN) method, which 
has good ability of noise resistance and high speed [3]. The iterative scheme can be written as follow: 

ΔA = −BCD · ∑ GH∇J ·
KL

KA
M
N
· O(J(P + Q) − JR) −

∆T

UV
(WXP +L(Q; A)Z − WR)[\ 	Q          (1) 

Where f(x) and g(x) are gray functions of reference and target sub-volumes; ξ is local coordinates in the sub-volume; 
fm and gm are the mean intensity values; Δf and Δg are the standard deviations of gray functions; ∇f is the gradient of 
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the reference sub-volume; H is the Hessian matrix; W is the linear displacement mapping function; p is the 
precomputed deformation parameter vector; Δp is the incremental deformation parameter vector. Update the warping 
function during each iteration as LXQ;A(]^D)Z = LXQ;A(])Z ∙ LC`XQ;ΔA(]^D)Z, where the superscript (n) represents 
the nth iteration. Hence, Δp can be solved with reasonable condition of convergence. 

For the VFM, according to the principle of virtual work and assumption that the material is compressed statically 
and the body forces can be neglected and the material is homogenous, the linear equations can be derived as follow: 

/ab ∫ dbda
∗=f

g
= ∫ h ∙ i∗ =j

kl
                                 (2) 

Where Qij is elastic constant; ε* is the virtual strain tensor; ε is the real stress tensor; u* is the virtual displacement 
vector; h is the external force vector on the surface of Sf , so Qij can be solved [4]. 

3. Results 

Above all, the sensitivity of the system has been tested according to stationary experiments. To research the influence 
of the contrast and correlation, different scanning numbers of A and B are chosen. Here, let the number of A-scans 
equals to B-scans. The best choice of the number of transverse scans is 214 for small errors, relative robust data and 
high correlation coefficient. Meanwhile the sensitivities of the system are tested. They are 0.3 µm for displacement 
and 9×10-4 for strain. Furthermore, the accuracy of the system has also been tested. In the rigid body displacements 
tests, the imposed displacements are 30 µm and 60 µm in two different directions and the matching results are 30.8 
µm and 57.9 µm. Hence, the relative errors are 2.6% and 3.4% respectively. In the compressive tests, the imposed 
strain is -0.0031 in depth direction while the mean value of the strain of the matching result is -0.0034. Therefore, the 
relative error is 9.6%. Moreover, the Young’s modulus and Poisson’s ratio were acquired by the VFM. They are 
1486.0 kPa and 0.477 respectively. The Young’s modulus matches perfectly with the tensile test result (1471.3 kPa) 
and the relative error is 1.0%. Finally, the internal full-field deformation and elastic modulus of a double layer phantom 
were acquired. Fig. 1. shows the displacement fields after compression in three directions. The 3D strain fields 
have also been tested which are not shown because the page is limited. What’s more, the constitutive parameters 
of the two layers were obtained. For the lower layer, the Young’s modulus and Poisson’s ratio are 339.5kPa and 
0.436; they are 182.7 kPa and 0.334 for the top layer. The relative errors of the Young’s modulus for the two different 
types of layers are 26.2% and 51.2% respectively compared with the tensile results (462.1 kPa and 120.8 kPa), which 
are larger than the compressive test of the homogeneous material. The mainly reason is the degradation of the 
images’ qualities caused by the deformation. 

     
Fig. 1. The displacement fields after compression 

4. Conclusion 

An experimental system based on the DVC method and VFM that can test the internal full-field deformation and 
constitutive parameters was designed. Experimental results demonstrated the feasibility of this method for the internal 
deformation and the elastic modulus measurement of materials. The better results will be obtained with further data 
analysis in the following studies. These research results not only enriched the new technology of experimental 
mechanics but also provided a new testing method for biomechanical tests. 
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Abstract: We experimentally studied the ultrasound wave generated by the cavitation bubble 
produced when the light of a low power, CW thulium doped laser with a wavelength emission 
around 1950 nm is focused in pure water.  

 
 
1. Introduction 

Cavitation in water generated by high power pulsed laser has been extensively studied [1]. However, cavitation can 
be induced also with low power, CW lasers (~100-1000 mW) in strongly absorbing liquids [2]. The mechanism in this 
latter technique is the thermoactivation, i.e., a small volume of water is overheated, and the nucleation event results 
in the formation of a cavitation bubble and a subsequent collapse. On the collapse, a strong ultrasound pulse is 
generated. 

The first demonstrative experiments using low power, CW lasers were performed using toxic or corrosive dyes, 
which are not suitable for biomedical applications. For biomedical applications it is important to produce the 
thermoactivation directly in water. The high absorption (necessary for the thermoactivation mechanism) in pure water 
is close to 1950 nm, which is within the tuning range of the thulium doped lasers. 

Here, we report the experimental study of thermoactivated cavitation in pure water induced by a low power, CW 
thulium doped laser. 

 

2. Experimental setup 

Figure 1 shows the experimental setup. A home-made tunable thulium doped fiber laser (TDFL) with a maximum 
power of 750 mW, was used to generate laser emission near of one the absorption peaks of pure water (~ 1950 nm). 
The output beam was collimated and focused inside a cell filled with deionized water. The focusing lens was mounted 
on an axial translational stage. Due to the high absorption of the water in the emission range of the thulium laser, the 
formation of cavitation bubbles occurs in the vicinity of the input window. The cavitation events produce ultrasound 
shock waves which are detected by a simple optical system based on the measurement of the deflection that the shock 
wave induces on a focused probe laser beam (a DPSS laser with emission at 532 nm). The beam deflection was 
monitored by a position detector and the signals were stored and displayed with a digital oscilloscope. 

 

 
Fig. 1. Optical setup employed to study the ultrasonic waves induced by cavitation upon 
illumination of a low power, CW thulium-doped fiber laser (TDFL). Att.: attenuator, p.d. 

photodiode. 

 

TDFL

Probe laserAtt.

p.d.
OscilloscopeCell
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3. Experimental results 

Figure 2 shows a typical ultrasonic trace displayed by the oscilloscope. It was obtained near the position of the smallest 
spot size (which is obtained by the axial movement of the focusing lens). The spike due to the first arrival of the shock 
wave is clearly observed at  t= 0. Some rebounds from the input window surface, water-air interface and cell walls 
are also observed. 

 

Fig. 2. Oscilloscope trace of an ultrasonic signal produced by cavitation. The wavelength of the 
incident light was 1932 nm with a power of 220 mW. The oscilloscope triggering is done by 
the first spike arrival. 

 
Similar to the experiments performed using saturated copper nitrate saline solutions [3], it was observed that the 

pulse repetition frequency is maximal for the exact position of the focus, and it diminishes when the laser spot becomes 
bigger; but the pulse amplitude, on the contrary, is higher for bigger laser spots.  

For our wavelength tuning range (1914-1949 nm), the absorption length varies less than 10% and it is 
approximately 0.09 mm at 1950 nm [4]. Thus, not much variation in signal is observed in function of wavelength. 

 
In conclusion, we have demonstrated that cavitation can be produced in water using low power, CW lasers with a 

wavelength close to 1950 nm. High amplitude of the ultrasonic wave with high spatial resolution obtained without the 
use of bulky pulsed lasers makes of the proposed technique a very attractive source of medical ultrasound. 
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Abstract: In this work, an intelligent bioimpedance sensor with spectral enrichment using the 
Howland source was implemented. The experimental results shown that, the greatest discrimination 
between water and the concentration of magnesium nitrate 40g, calcium nitrate 40g and potassium 
Nitrate 20g within the range in a bandwidth of 300 to 400 Hz. 

1. Introduction 

In recent years different types of biosensors have been proposed for sensing biological and chemical parameters such 
as; various carcinoembryonic antigen, label-free analysis at cell scale, DNA and endocrine-disrupting chemicals 
(EDC), norfluoxetine and BDE-47. Many of these are based on impedance method [1-3]. Because, it has a simple 
optical configuration, low cost, high sensitivity and compact size. For this reason, several bioimpedance sensors have 
been implemented by using different fabrication techniques, applying an alternating current signal with constant 
amplitude and current through two electrodes that would be in contact with the tissue, causing a potential difference 
that is closely related to the resistive value of the tissue. There are different configurations to generate it, such as the 
Howland source and its multiple improved modifications. 

2. Principle of operation of the bioimpedance sensor 

One of the main contributions in the work is the implementation of waveforms. For this it is necessary to focus first 
on the implementation of the Digital Signal Synthesis. Due to the characteristic of personalizing the signals, it must 
be implemented from scratch on a selected digital platform. Afterwards, a program based on metaprogramming will 
be developed to implement the different signals through a high-level language, such as the one used in Matlab. The 
aforementioned, with the purpose that through a function described in the program, an implementation of a so-called 
"look up table" with the discrete values of the function can be generated. With the objective of; if necessary, stimulate 
with different specific frequencies, a single signal could be generated with the sum of the frequencies necessary for 
its excitation, and thus increase the capabilities of the bioimpedance meter. The system is essential that has a DAC 
(digital-analog conversion) for the generation of analog signal. Subsequently, the generated signal has to maintain a 
constant current for a correct measurement. There are different configurations to generate it, such as the Howland 
source. In addition to the above, the interface will be designed to integrate the sample for analysis and their respective 
electrodes for the application of the different signals. Finally, the ADC (analog-digital conversion) that will acquire 
the signal for its storage will be instrumented. With the above, it will be possible to generate a database with samples 
measured with different waveforms for later analysis. The Schematic diagram of the system is shown in figure 1. The 
technique currently proposed gives us the possibility to personalize the source of excitation of the proposed system. 
The above in order to exert a spectral enrichment within the sample to be analyzed. On the other hand, if the sample 
is excited with different waveforms with greater spectral complexity, more information can be injected into the sample 
and thus have a more complete response; This means that, through a triangular signal, saw teeth or square, there are 
high-frequency components coupled with their fundamental component. With the spectral enrichment technique, more 
complex signals will be available with more response information, giving the possibility to implement digital signal 
processing techniques in order to distinguish deformations, attenuations or Amplifications within it, and so relate are 
deformations with phenomena that are sought to investigate. In order to attend to the aforementioned, in the case of 
simply seeing the changes in the spectral content of the signal obtained from the sample, it is possible to apply 
techniques such as fast Fourier transform. 
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3. Results and discussion 

To carry out the experimental experiments, the concentration samples were used different salt concentrations, which 
were of magnesium nitrate, potassium nitrate and calcium nitrate at 20, 40 and 60g. After applying the proposed 
measurement technique, the response spectrum was observed. However, it is necessary to identify the frequency bands 
where a greater discrimination can be made between said solutions at the mentioned concentration. The greatest 
discrimination was observed between water and the concentration of magnesium nitrate 40g in a bandwidth of 378 to 
382 Hz as shown in figure 2, also between water and calcium nitrate 40g specifically in the 355 Hz is the point higher 
with a significant difference as shown in figure 3. This type of circuit allows us to develop an implementation that has 
a customizable source capable of generating a spectral enrichment when making bioimpedance measurements. For 
experimental development, integrating solutions with different types of salts and concentrations contained in 
biological samples were identified and discriminated through the proposed system. The above was achieved with the 
help of digital signal processing techniques, which, together with the source with spectral enrichment, provided 
enough information to be processed, analyzed, and thus achieves satisfactory measurements. The implementation of 
the techniques previously described opens the possibility of further research and characterization of components and 
controlled compounds under different waveforms, and frequency sweeps, giving the possibility to characterize them 
accurately. And thus, move to more complex biological samples, such as saliva, blood, skin, in order to make 
biosensors capable of detecting anomalies and pathologies in them. 
 

Fig. 1. Schematic diagram of the system 
 

 

Fig. 2. Response spectrum of water and magnesium nitrate 40g.     Fig. 3. Response spectrum of water and calcium nitrate 40g. 
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Abstract: We present results of our technique previously reported for glucose concentration 
measurements on a transparent sample. The technique is based on an optical probe beam with high 
spherical aberration. We have reported that it is possible to attain better sensitivity compared to a 
system that uses a probe beam free of aberrations under similar conditions.  

 
1. Introduction  

 
Many diseases are associated to abnormal glucose concentration in blood, increasing the importance of better 

glucose measurement systems. For improving the accuracy of these measurements, several techniques have been 
developed; however, in general, these techniques rely on low signal-to-noise ratios [1, 2], making it necessary to 
conduct further research on this subject. In a previous report, we have presented a technique based on the diffractive 
properties of a transmitted Gaussian probe beam with high spherical aberration that propagates through a transparent 
sample under inspection [3].The advantage of this technique is that it does not depend on the amplitude of a single 
weak signal as it is based on the profile of the probe beam that propagates through the sample. Thus, this technique is 
in principle immune to noise, making it more reliable. 

  

2. Experimental Setup 
 
The optical setup is depicted in figure 1. 

  
Figure 1. The vertex of a singlet focusing lens with central thickness is placed at a distance from the waist-plane with 

coordinate of a laser Gaussian beam with amplitude distribution . The observation plane with coordinate is located at a 

distance from the back surface of the lens. A transparent sample with width is placed between the lens and the observation 
plane. The intensity distribution is acquired by a Homodyne detector. (We have reported a similar figure in [3]).  

3. Results of Measurements  
 
In figures 2(a - d) it is depicted how at a near vicinity of the back focal plane of a focusing singlet, spherical 

aberrations of an illuminating commercially available He-Ne laser beam with a Gaussian intensity profile are 
developed as the distance between the laser and the focusing singlet ( ) increases.  

In a previous report [3] we demonstrated that the Gaussian probe free of aberrations is less sensitive to glucose 
concentration changes compared with the one obtained with a Gaussian probe beam with spherical aberrations. 

It can be appreciated from figures 3(a, b) how the primary side-lobes heights increase while the index of refraction 
of the sample under inspection increases. The system is adjusted by setting the height of the primary side-lobes to a 
vertical height of 60% when the sample under inspection is filled with tri-distilled water which corresponds to a 
concentration of =0 mg/dl. Then, we measure different known glucose concentrations to calibrate the system, 
figures 4(a, b). Once the system has been calibrated it can be used in a simple manner as it exhibits a linear response.  
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       =100 cm             =300 cm              =500 cm              =700 cm  

Figure 2. Development of spherical aberrations at a vicinity of the back focal plane of a focusing singlet, illuminated by a 
commercially available laser beam with a Gaussian intensity profile as the distance ( ) increases. 

 
  

n=1.330 n=1.331 n=1.332 
 

Figure 3. Increasing of the heights of the primary side-lobes of the detected probe beam as the glucose concentration increases in 
the sample under inspection. =500 cm, = 0.001, which corresponds to approximately changes of 500 mg/dl between 

samples (the concentration changes are exaggerated for visualization purposes).  
 
 

      
Figure 4. (a) Normalized experimental intensity profiles for three different sample concentrations =0 mg/dl, =200 

mg/dl, and =400 mg/dl. (b) corresponds to a zoom of (a).  
 

4. Conclusions 
 
We demonstrated analytical and experimentally that a Gaussian probe beam with high spherical aberration is 

more sensitive than a Gaussian probe beam free of aberrations for glucose concentration measurements. We 
demonstrated experimentally that the system has a linear response in a range of interest with high repeatability and 
stability, making this system feasible for glucose concentration measurements in transparent liquid media. As the 
system exhibits a linear response an additional advantage is that the system is still reliable even over slightly 
misalignments. 
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Abstract: At the first we demonstrated that it is possible to define the effect of nonlocality in Non-
Linear-Schrodinger-Equation (NLSE) with mathematical method of integration that is called 
Convolution. And by changing one factor on Nonlocal-Response-function of medium we can 
control the degree of nonlocality. So that we made it easy to study the way that standard soliton 
behaves during propagation, and finally by iteration algorithm over width of initial beam it is 
presented that is possible to have Bright spatial optical soliton with some oscillation that is called 
Quasi-Soliton. All the calculation and graphs are done by numerical method with the Matlab 
software.   

1. Introduction   
One purpose of modern nonlinear optics is to accelerate transferring data in the best way and avoid losing energy 

of beam due to diffraction with the help of compensation of diffraction effect and self-focusing that requires employing 
optical spatial solitons which keeps constant transversal area of beam. In this case wave induces a waveguide, so that 
light can guide light with fundamental concept of soliton propagation in Kerr medium [1]. In Kerr medium, refractive 
index has intensity dependency. When intensity response in medium solely is measured at exact point of medium, we 
have Local medium, however for other type of medium, intensity response of medium has dependency over 
neighborhood points (Nonlocal medium)[2]. So that for solving NLSE that includes nonlocality, we are going to solve 
it numerically by usage of convolution code in Matlab software. We are doing iteration over width of initial spatial 
soliton function for obtaining best spatial soliton width.  

2. Experimental Methodology 
In the Local case that refractive index has the form of	m(n) = mo + m3n, that	mo	is linear refractive index and	m3	is 

Kerr-coefficient, and our NLSE has the form of equation (1). 
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The relation x| = ÉÑÖ	has to be valid for compensating effect of diffraction with self-focusing. The equation (2) 
is NLSE for local medium. And one of its answers is Bright spatial soliton	%(t, x) = j4äℎX√2	tZ ∗ exp H
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3
M	. 

However for nonlocal medium the response function R(X) as a Gaussian function with some normalization 
characteristics[3], is employed as written in equation (3). Then Nonlocal NLSE (4) is obtained. 
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Convolution code in Matlab is used to calculate the integral part of equation (4). Value of	ê	is defining the degree 
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of nonlocality. When it	is less than 1, we have locality, and by increasing its value, nonlocality also increase. Here 
ê = 10 is demonstrating the highly nonlocal. In below figures secant hyperbolic function is used by equation (5). 

%(t, x) = 1 ∗ j4äℎ H
ô

2
M	  (5) 

In local case, value of b in equation (5) is	ö = D

√3
= 0.7071. Here in Fig.1 and Fig.2 we keep this width.  

  
Fig. 1.	ê = 5	, ö = 0.7071 

 

  
Fig. 2.	ê = 10,ö = 0.7071 

 
By iteration over width (b) of initial secant hyperbolic beam we can obtain the best width for having quasi-soliton . 
 

  
Fig. 3.	ê = 5, ö = 1.4 

 

  
Fig. 4.	ê = 10, ö = 1.8 
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Abstract: The work seeks to find a suitable method for the elimination of the unwanted light in the 
cladding in the fibers for high power lasers, performing in the first instance the modification of the 
structure of the coating using a femtosecond laser associated to a device of micro machining. In the 
second instance, it is sought to coat the treated area with soft metals such as aluminum (Al), tin (Sn), 
Gold (Au) and Indian (In) as the studies show that the soft metals are suitable in the extraction of 
unwanted light in cladding for high-power fiber lasers [1]. Also, the experiments show that the 
contact area must be optimized to obtain the highest attenuation and thermal load in the high power 
fiber lasers and to avoid localized heating. 

 
1. Theoretical Considerations 
 
A Modal Heatsink (Pump Power Stripper), is an ideal device to eliminate the residual power of pumping, the ASE and 
the modes of escape of the core of the inner lining of the fibers of double coating, preserving at the same time a 
minimum degradation of the power of the signal and beam quality (M2). Reflected The strength of the signal in the 
inner cladding can also be eliminated with this method. The ability to handle release power is up to 800W or even 
higher. [2] 
 
2. Objective 
 
Perform methods to modify the physical structure of the coating that allows the modal dissipation in a high power 
laser and efficiently eliminate the associated generated heat. 
 

 
Fig. 1 Newport µfab laser machining center where the modification of the laser fiber coating is performed. With the device to 

rotate the fiber in the coating. 
 
3. Materials and methods 
 
The work sought to find a suitable method for the elimination of unwanted light in the cladding in the fibers for high 
power lasers, performing in the first instance the modification of the structure of the coating using a femtosecond laser 
associated with a device of micro machining. 
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For the modification of the optical fiber coating, a microfabricated microtitre center from Newport was used, which 
receives a source of a femtosecond laser with a pulse of 50 fs., Coherent pound HE to perform the laser machining. 
Because the micromachining center has three degrees of freedom, displacements in x, y and z. It became necessary to 
design a mechanism that would allow the fiber to rotate and create another degree of freedom so that the laser power 
modifies the entire perimeter of the fiber. The main difficulty is to rotate the fiber in a constant way and without 
exerting too much pressure on the fastening points. And that at the same time this mechanism does not interfere with 
the focus lens of the laser, as it is a microscope objective, the spot is very close to the lens, the proposed solution is a 
traction mechanism that converts a linear movement into one of rotation with which we are allowed to make the first 
machinations to different types of fiber. 
 

  
Fig. 2 Mechanism of rotation for the fiber on the table of translation of the center of micro machining (A); laser modifying the 

cladding structure of the fiber (B). 

 

4. Results 

It has managed to create a mechanism that allows rotating the optical fiber in the center of micro machining, so micro-
machining tests are carried out on fibers of different thicknesses in which they are going to perform light tests where 
they will be analyzed the power input and output in the core, and a second analyzing the input and output of light 
throughout the fiber. 
If the tests come out satisfactorily, the modified area will be covered with different types of soft metal such as gold 
(Au), tin (Sn), or Indian (In), seeking to create the best contact area between the metal and fiber, perform the 
characterization of the modified fibers and compare the results obtained between the modified cladding with laser 
without and with coating to look for the most economical and efficient option for the modal dissipation. 
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Abstract: We report on the production of hybrid photonic microsystem made by the dynamic 
structuration and assembly of photonic building blocks in F.I.B. (Focused Ion Beam) environment. 
More particularly, we show how to produce a low-loss integrated LiNbO3 resonator composed of a 
free-suspended microguide and a microdisk, which shows great potential for electro-optic sensors 
or comb generators. The method opens the way toward new 3D electro-optical or mechanical hybrid 
photonic micro and nanosystems. 
 

1. Introduction 

While photonics is emerging as an attractive alternative to electronics in high-bit-rate telecommunication systems, 
sensors or signal processing devices, there is a need of specific 3D photonic architectures that cannot be easily 
engineered by clean-room processes. As an example there is a great interest in developing lithium niobate (LiNbO3) 
integrated microresonators for applications as varied as integrated gyrometers, sensors, spectrometers, dynamic filters 
or modulators. However, the low-loss integration of LiNbO3 micrometer scale resonators with an input/output 
waveguide is still a critical issue. A tapered fiber coupled with a microdisk [1] is too fragile to be envisioned as a 
commercial solution. The monolithic integration, where both the waveguide and the microresonator are produced on 
the same wafer by clean room processes, can lead to high quality factors (> 105) and low propagation losses (< 1 
dB/cm) [2-5], but the insertion losses are usually higher than 10 dB due to the large mode mismatch between the fibers 
and the confined microguides. Here we propose to reduce significantly the coupling losses by dynamically structuring 
and assembling a pigtailed low-loss microguide [6] and a LiNbO3 microdisk. The proposed method can 
advantageously be extrapolated to 3D electro-optical or mechanical photonic microsystems. 

2. Model, fabrication and preliminary results 

The proposed hybrid microsystem is depicted in Fig. 1(a). It is made of a locally thinned LiNbO3 waveguide coupled 
with a microdisk. In the free-standing-section, the waveguide has a thickness of 2 µm. The waveguide is surrounded 
by electrodes allowing an electro-optic control of the operating point. A local etching is performed on both sides of 
the waveguide to confine the light laterally (see bottom of Fig. 1(b)), while measuring simultaneously the optical 
transmission. This approach allows to preserve low insertion losses, and to prepare a strong coupling with a photonic 
element placed at te top of the ridge. A microdisk is fabricated separately and is assembled dynamically at the 
waveguide top. Hence, the insertion losses and the microdisk coupling are optimized separately.	

	
(a)                                  (b) 

Figure 1: pictures of the proposed component. (a) Schematic diagram of the pigtailed LiNbO3 microdisk. (b) 
Cross section of the electric fields in the disk (top) and in the suspended ridge (bottom). The calcultation are 

performed by finite element method (F.E.M.), COMSOL®. 
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F.E.M. based numeric calculations were performed for different photonic architectures. An overview of the 
calculated modes is seen in Fig. 1(b) for a 2 µm-thick waveguide and a 1 µm-thick microdisk. Noteworthy, a ridge 
configuration (see Fig. 1(b)) increases the coupling efficiency. Calculations also show that the coupling is optimal 
when the disk is positioned at the waveguide top. 

Firstly, the microguide was fabricated through standard techniques (lithography, Ti-diffusion, deposition of 
electrodes), and then the substrate was locally thinned down to 2 µm by precise dicing as described in [6]. The tapers 
were obtained by lifting the blade before the end of the waveguide. The free-suspended waveguide was pigtailed to 
two SMF28 fibers, as represented in Fig. 1(a). The measured propagation losses are of 0.2 dB/cm for both propagating 
polarization, and the insertion losses are lower than 3 dB. Noteworthy, a high index UV-adhesive was used for 
pigtailing, so as to limit the Fabry-Perot effect between the input and output of the waveguide. 

The micodisk was produced through precise dicing followed by Focused Ion Beam (FIB) milling, as seen in Fig. 
2. Finally, the pigtailed waveguide and the microdisk were assembled in the FIB environment. A lateral etching was 
performed on both sides of the waveguide by FIB milling, leading to a local ridge surrounded with tapers in the 
suspended section. A microgriper was used to grip the disk and to place it accurately at the top of the waveguide. The 
precise assembly can be optimized by measuring the transmitted response through the guide simultaneously with the 
positioning. This method has been validated for 1 µm to 4 µm-thick midrodisks, with diameters ranging from 50 µm 
to 300 µm. Preliminary results show a quality factor of 3887. 

 
 

Figure 2: SEM image of a microdisk in a membrane before being micromanipulated with a needle. 
 

3. Conclusion 

We propose a micromanipulation-based technique to produce low-loss 3D photonic microsystems. In particular, a 
low-loss integrated LiNbO3 microresonator is demonstrated, opening the way toward new 3D photonic architecture 
with dynamically optimized photonic responses. 
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Abstract: This paper presents the design and development of a robotic tweezer for 
nanomanipulation purpose that can meet together high positioning accuracy and manipulation 
abilities. Indeed, the gripper combines an innovative actuation principle based on smart 
materials (thick piezoelectric films) and integrated optical fibers (using Fabry-Perot 
interferometry) that enables online position measurement and gripping force estimation. The 
paper introduces the general principle of the gripper, its design and first experimental 
characteristics that validate the proposed working principle and demonstrates the very high 
potential of the nano-tweezer for many tasks at the micro and nanoscales. 

1. Introduction 

Robotics pays a very high and again growing interest to investigate micro and nanoscales especially robotic 
gripping approaches that enables to achieve complex tasks with a high versatility and dexterity [9][10]. The 
capabilities and performances of microgrippers directly influence the task to be done, reason why many micro 
and nanogrippers have been proposed [6][7]. In terms of actuation, widespread approaches relies on smart 
materials due to their capability to achieve high resolution motions in very confined spaces. Scaling down issues 
fully change the paradigm of motion generation especially when targeting nanomanipulation tasks. 
Electrothermal actuation notably enables to generate very large motions within very small volumes [4][5] but 
whose control to achieve tasks with high accuracy still appears as a challenge. Alternatively, piezoelectric 
actuation that is extensively used for microscale purposes shows much less interest for nanoscale application 
due to too high stiffness intrinsinc to bulk materials used. To meet high performances and small free space 
together, an emerging solution consisting in using thick piezoelectric films is employed in our works [1][12]. 
Also, despite well known and modelled behavior, the open loop control of piezoelectric actuators still appears 
limited to the micrometer range [3]. Targeting nanomanpulation thus requires closed loop control [8][11]. 
Among existing approaches we chose to use an integrated optical principle consisting in using an optical fiber 
and the Fabry-Perot interferometric principle to estimate the displacement of the tweezers tips. 

2. Working principle 

The gripper includes two beams made of piezoelectric thick films. They are 4mm long and built along a 
monomorph architecture combining a piezolayer of 21 µm thickness and a passive layer made of Nickel with 7 
µm thickness. This architecture enables to have high electric fields and low stiffness of the beams resulting in 
very large deformations for low voltages. Typically, voltages less than 10 volts induce displacement of 120 µm 
at the end of the beam. 
This tweezer has been instrumented using optical fibers (monomode with l=1550 nm wavelength) and small 
reflective mirrors integrated onto every tweezer jaw. Between them an optical cavity exists where the Fabry 
Perot interference happens, this optical signal is then used as reported in [2]. The resulting optical signal induces 
fringes such as shown in Fig. 2 (left-bottom) that enables to estimate the displacement of the tip of every tweezer 
jaw considering that every fringe induces a displacement of l/2. A force estimator has also been proposed based 
on Ballas modelling to derive the force estimation based on the known voltage input and the measured 
displacement. Fig. 1 highlights the general principle of the gripper and a picture of its realization as well as a 
picture of the experimental bench that has been developed for its characterization. 

3. Experimental validation of the approach 

The proposed instrumented smart nano-tweezer has been characterized using the experimental bench displayed 
in Fig. 2 (b). A keyence laser is notably used as reference displacement sensor. Also a force sensor from the TEI 
company is used as reference force sensor. A ramp input voltage is applied to the tweezer beam as displayed in 
Fig 2 (top left). The initial conditions make that the beam has no contact, as a consequence the beam starts 
bending (named free displacement) step. After 20 seconds, the tip of the beam comes into contact with the 
external/reference force sensor, this step is named “constraint displacement”. Fig. 2 left bottom shows the optical 
signal including the interferences fringes. Fig 2 right displays the measured displacement and estimated force 
based on this optical signal that are in good adequation with expected behavior but that also show the capability 
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to combine simultaneously position measurement and force estimation at high resolution in a extremely 
integrated manner. These results validate the proposed approach and clearly state the interest for instrumented 
nanotweezers combining thick piezoelectric films and displacement measurement/force estimation based on 
optical Fabry Perot interferometry principle. 

 
Fig. 1: (a) Principle scheme of one tweezer finger (b) experimental set-up for the characterization of microgrippers 

fingers (c) instrumented tweezer including piezoelectric beams, passive gripping tools and optical components. 
 

 
Fig. 2: Experimental results of the instrumented microgrippers fingers showing the voltage/displacement/force 

behaviors, displacement and force being estimated using voltage input and optical irradiance measurement. 
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Abstract: We present two different piezo-actuated adaptive prisms with apertures ≥8 mm based on 
a tiltable glass window on top of an optical fluid. In the first prism, we realized a simple monoaxial 
scanner based on a lever principle. In our second design, we extended the scanning to two axes using 
three individually controllable piezo cantilevers. We were able to prove the concept of our 
continuously variable prisms and achieved tilt angles up to ±3.7° with response times of 36 ms. 

1. Introduction 

While novel microscopes use focal power adaptive lenses for focusing and aberration correction along the z-axis [1, 2], 
scanning perpendicular to the beam path requires 1d- or 2d-scanners [3]. These scanners normally work with tilting 
mirrors, leading to a complex beam path and a bulky setup. Furthermore, most of the scanners operate in resonance, 
which enables high scanning rates and enhanced deflection angles, but does not allow for a continuous measurement 
at a static position. Existing transmissive prism concepts, based on liquid crystals [4] or electro-wetting [5], provide 
only monoaxial scanning or a non-continuous scanning in steps for two dimensions. 

For continuous actuation, to enable static measurements and to reduce the beam path complexity using a 
transmissive instead of a reflective scanner, we developed and characterized two different adaptive prisms. The basic 
concept is based on a tiltable rigid glass substrate that is located on top of a flexible chamber filled with an optical 
fluid and is actuated using piezo bimorph bending beams (fig. 1). The two different configurations (fig. 2) provide 
mono- or biaxial scanning ability and will have different scanning speeds and scanning angles. 

Figure 1: Cross view of design 1 (monoaxial) shows the working principle of both prisms: A piezo bimorph deflects the glass 
window, what leads to a tilt. An incident light beam refracts according to Snell’s law, when the chamber contains a fluid (n ≠ 1). 

2. Design 

The first design is a monoaxial prism with a lever actuation principle (fig. 1, 2a) that we actuate using a piezo-bimorph 
actuator with a length Lpiezo=21 mm and a rather large width Wpiezo=10 mm. For a given piezo thickness tpiezo=120 µm, 
a piezoelectric coefficient d31 and an applied symmetric voltage V, we can approximate the deflection D at the tip of 
the beam (neglecting forces) and the corresponding tilt angle α: 

ü ≈
É°a¢y£
3 =§Df

+°a¢y£
3 ,										ê ≈ arcsiní

ü
É´¢¨¢≠

ì						.						(1) 

The lever in combination with the high force of the rather wide beam leads to a high deflection angle, with the 
drawback that it provides only monoaxial scanning. We choose Llever=4.5 mm for our prototype with a glass window 
of 11mm, but this can be changed to adjust the maximum deflection angle. 

Figure 2: a) Monoaxial prism and b) biaxial prism: Direction of positive/negative bending movement indicated by red/white 
arrows for tilt in one example direction. c) Alignment of prisms for measurement with beam numbers. 
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Our second design (fig. 2b), uses three piezo bimorph beams with Lpiezo=21 mm and Wpiezo=5 mm, enabling biaxial 
scanning. The beams tilt three points along the circumference of a circular glass window (diameter d= 9mm) using 
elastic hinges that are integrated into the fluid chamber. The top glass now tilts approximately around the center point, 
reducing the mass of the displaced fluid and setting Llever essentially to half of the aperture. 

3. Fabrication 

We first detach piezos sheets from sound buzzers (Ekulit) with an exceptionally high d31=487 pm/V [6] and laser 
structure them. Then, we glue these to bimorph bending beams, using hard polyurethane (shore hardness 80D). Then, 
we glue these parts to the silicon frame and to the molded fluid chamber, made from soft polyurethane (shore hardness 
50A). Subsequently, we close the chamber with a glass substrate from the bottom and we add the upper glass window. 
Finally, we inject the optical fluid (paraffin oil, n=1.48) into the chamber using syringes. 

4. Measurement & Evaluation 

We measure the deflection of the top glass by scanning with a confocal distance sensor to obtain the tilt and actuation 
speed. To determine the maximum deflection angle, we use a quasi-static sinusoidal actuation to avoid the creeping 
effects of the piezos. For both prisms, we apply voltages with a phase delay of 180° to the upper and lower piezo to 
bend the beams, limited between Vmin=-50 V and Vmax=150 V to avoid depolarization and electrical breakdown. Fig. 3 
shows that the lever prism tilts as expected only along the X-axis with an approximately linear voltage dependence 
and a total tilt angle of 7.4°. For the biaxial prism, we postulated a voltage trajectory that outlines the working range 
by bending the beams up (150V/-50V), neutral (0V/0V) or down (-50V/150V) in all possible combinations. The results 
in figure 4 show, that the minimum working range is 2.0° in the directions between the beams and the maximum range 
is 2.6° along the tilt directions of the beams. There appears a small misalignment of the axes by 8.8° and beam 2 
achieves 16.2% less displacement than the other beams. The dashed line shows a circular rotation applying sinusoidal 
voltages with phase shifts of 120° to all beams. In fig. 3c we find a the response time from 0 to 90% of the maximum 
deflection is 36 ms for the monoaxial prism and for the biaxial prism 59 ms for a tilt along the X-axis actuating beams 
1,2 and 3 and 82 ms along the Y-axis actuating beams 1 and 2. (fig. 3c); the drop times are similar. 

Figure 3: a) Tilt angle of the monoaxial prism as a function of the applied voltage, b) tilt angle and direction for a voltage 
trajectory outlining the operating region of the biaxial prism (solid, beam numbers see fig. 2c)) and circular voltage trajectory 

(dashed), c) normalized deflection for a voltage step from minimal to maximal deflection (step applied at time t=0 s) 

5. Conclusion and outlook 

We successfully demonstrated the proof of concept for two continuously adjustable adaptive prisms with one- and 
two-dimensional scanning ability with apertures of 11 mm and 9 mm, respectively. We found, that the monoaxial 
prism achieved the highest scanning angle of 7.4° and gave the shortest response time of 36ms. By adjusting the 
critical dimensions of the different designs, e.g. the lever length Llever or the width of the fixation point to lower 
counteracting forces, we can improve both prisms towards higher tilt angles or speed in the future. 
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Abstract: In this paper, we present the fabrication of a miniaturized array of piezoelectrically 
tunable Fresnel mirrors, which can be used to generate propagation invariant and self-healing 
interference patterns. The widths of the interference patterns can be tuned by changing the tilting 
angles of the mirrors, which are actuated using a circular piezoelectric actuator. The array consists 
of four Fresnel mirrors arranged in 2x2 configuration with each mirror having an area of 2x2 mm2. 
The achievable mirror angle ranges from -10 to +10 mrad. 

1. Introduction 

A Fresnel mirror consists of two mirror segments, inclined at a small angle to each other. The tilt of the mirrors 
generates a propagation-invariant, and self-healing interference pattern when illuminated with coherent light [1], the 
spatial frequency and extension of which depend on the wavelength and the tilt angle between the mirrors. Adaptive 
Fresnel mirrors were applied to adaptive pulse autocorrelation [2] and to generate laser-induced periodic surface 
structures [3]. In this paper, we present a further development of the first tunable Fresnel mirror designed by Brunne 
et al. [4] by reducing the size of the mirror from 5 mm to 2 mm in diameter and by fabricating a 2x2 array of them. 

2. Design and simulation 

Two movable mirror segments that meet at the center line of the device are made from a silicon wafer, coated with 
aluminum as a reflective layer, and are fixed on a soft silicone (PDMS) layer. The mirrors are actuated by a 
piezoelectric bimorph bending disc attached to the PDMS layer (figure 1 (a) & (b)). Upon actuation, the piezo discs 
undergo a spherical deflection, which acts as a pressure load on the PDMS layer. As a result, the two mirrors are 
pulled downwards as shown in figure 1 (c) thus changing the tilting angle. The maximum achievable mirror angle 
depends on the thickness of the silicon wafer, the piezoelectric material used, the geometry of the hinge, the thickness 
of the PDMS base layer and Young's moduli of the PDMS at the hinges and base layer. 
For simplicity, a single Fresnel mirror was simulated in COMSOL Multiphysics with quarter symmetry. The diameter 
of the individual actuators and the thickness and stiffness of the PDMS layers were determined using a parametric 
sweep with a trade-off between the achievable mirror angle and the pitch of the array. With the optimal parameters, 
the simulated maximum achievable mirror angle is in the range of ±12 mrad. 

Figure 1: (a) 3D model of the 2x2 array of Fresnel mirrors each having an area of 2x2 mm2. The actuation principle of the Fresnel 
mirror at cross-section (A-A’) of the mirrors is sketched in (b) at 0 V and (c) at 200 V. 

3. Fabrication 

The fabrication of the mirror arrays starts with the etching of the mirror hinges by KOH on a 200 µm thick Si wafer. 
The mask opening for the etching is created by traditional photolithography methods. A 300 nm thick aluminum layer 
is evaporated on the front side of the wafer to get a reflective optical surface. The piezo bimorph actuator is fabricated 
from two 120 µm thick sheets of PZT from Ekulit GmbH which are glued together using high-temperature epoxy 
(figure 2 (a) & (b)). The PDMS base layer, with Young’s modulus of 600 kPa, is fabricated directly on the bimorphs 
using a negative mold (figure 2 (c)). Individual 2x2 Fresnel mirror arrays are separated from the wafer by using a UV 
laser. The backside of the hinges is treated with an adhesion promoter, and hinges are filled with PDMS with a Young's 
modulus of 1.5 MPa. The piezo bimorph actuator with the silicone base layer is aligned and attached to the backside 
of the mirror while PDMS is being cured (figure 2 (d)). After curing, the piezo bimorph is laser structured from the 
back side to separate and de-couple the individual actuators for each mirror, and the mirrors are made free to move 
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around the hinges by separating those from the front side (figure 2 (e)). The finished device is glued to a laser structured 
FR4 PCB-substrate (figure 2 (f)) for easier handling and providing electrical connections. 

 
Figure 2: Process steps in the fabrication of Fresnel mirror array. The laser structured piezo sheets (a) which are glued to form a 
bimorph (b). Fabrication of PDMS base layer on the bimorph (c). Attaching the mirror chip (d) and separating the hinges and the 

individual actuators (e). Mirror holder with the contact pads for the housing (f). 

4. Mechanical Characterization 

The device is mounted on a custom mount, which also contains an electrical protection circuit that prevents the 
depolarization of the piezo sheets by limiting the voltage against the direction of polarization to 33% of the coercive 
field strength [5]. The mirror deflection is measured by a profilometer equipped with a confocal distance sensor while 
actuating at 1 Hz sinusoidal signal. The angle between the device plane and the mirror plane is evaluated for each 
applied electric field from the measured surface profile. The tilt angles as a function of the electric field are shown in 
figure 3 (a). A negative tilt angle denotes the mirrors deflecting downwards. The deflection range reaches 22 mrad, 
which is close to simulated results. However, each mirror shows a different, undesired pre-deflection. Typically, only 
negative angles are required for application, which reduces the deflection range in the symmetric case by 50%. To 
overcome this problem, the pre-deflection can be defined by depolarizing the piezo sheets before gluing and finally 
re-polarizing. The effect of this remanent strain in the piezo bimorphs is shown in figure 3 (b). The range of usable 
angles was increased from 10 mrad to 15 mrad. 

 
Figure 3: (a) The mirror angle as a function of the applied electric field for all mirrors in the array. (b) The defined pre-deflection 

in the mirror angle generated by depolarization and repolarization of the piezo bimorph actuator. 

5. Summary and outlook 

A Fresnel mirror array was designed and optimized using FEM simulations, which showed a maximum achievable 
mirror deflection of ±12 mrad, and the mechanical characterization of the fabricated device yielded similar results. 
However, the mirrors showed different pre-deflections among the mirrors of the same array, which is undesired as the 
mirrors need to be actuated synchronously. This can be reduced by introducing a defined pre-deflection by the 
depolarization and re-polarization of the piezo actuators. The maximum deflection range can be increased further by 
increasing the electric field against the polarization from 33% to 85% [6]. Further measurements such as mechanical 
cross talk, frequency response, and optical characteristics are needed to fully characterize the device. 
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Abstract: Azimuthal Walsh filters derived from radially invariant polar Walsh functions can be used 
as an effective tool for producing 2D and 3D light structures near the focal plane of a rotationally 
symmetric imaging system by manipulating far-field diffraction characteristics when used as pupil 
filters. Starting with the definition of azimuthal Walsh filters, this research work reports the 
possibility of modifying the beam structure around far-field plane by the diffraction characteristics 
of azimuthal Walsh filters placed at exit pupil plane when computed analytically. The asymmetrical 
beam produced due to the phase asymmetries introduced by azimuthal Walsh filters can be used to 
form gradient force trap for optical tweezers for manipulating objects of size comparable to a single 
atom to 100µm without mechanical contact, is also proposed in this paper. 

 
1. Introduction 

The possibility of using azimuthal Walsh filters, derived from the orthogonal set of azimuthal Walsh functions, as 
base functions has been proposed to manipulate the far-field diffraction patterns of imaging systems. Starting with the 
definition of Walsh functions, this research work reports diffraction characteristics of azimuthal Walsh filters placed 
at exit pupil plane has been computed analytically for far-field plane. The transverse intensity distributions along the 
far-field plane shows asymmetrical patterns due to the phase asymmetries introduced by them. Azimuthal Walsh filters 
may be used as unique pupil plane filters for tailoring 2D and 3D transverse intensity distributions near the focal plane 
of a rotationally symmetric imaging system. 
 

2. Walsh functions and Azimuthal Walsh functions 

Walsh functions [1] form a complete set of normal orthogonal functions [2] over a given finite interval and take the 
values of either +1 or -1 within the pre-specified domain except at finite points of discontinuity where the value is 
zero. The order of the Walsh function is equal to the number of zero crossings or phase transitions within the specified 
domain. Walsh functions have the interesting property that an approximation of a continuous function over a finite 
interval by a finite number of base functions of this set leads to a piecewise constant approximation to the function 
[3]. Walsh filters of various orders may be obtained from the corresponding Walsh functions by realizing values of 
+1 or -1 with 0 or π phase respectively. 

Azimuthal Walsh function Wν(θ)	of index ν ≥	0	and argument θ over a sector bounded by 0 and 1 as inner and 
outer radii respectively, is defined as,      
   Wv(θ) = ∏ sgnOcosHvµ2µ

∂

3
M[∑CD

µ∏o 																																																																									(1) 

where the integer ν can be expressed in the form,     
    9 = ∑ 9R2R																																																																																							(2)πCD

R∏o  

where νm	are the bits, 0 or 1 of the binary numeral for ν, and 2α is the largest power of 2 that just exceeds ν. The 
orthogonality condition implies:        ∫ º̈ (Ω)º₤(Ω)=Ω =

D

3
æ¨₤
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o
																																																																													(3) 

where δν₤ is the Krönecker delta defined as, 

æ¨₤ = ¿0,									9 ≠ ₤
1,									9 = ₤																																																																																					(4) 

Manipulating the values of νm, azimuthal Walsh functions of different orders namely, zero and above can be generated. 
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Each azimuthal Walsh function, Wv (q), v = 1, 2, 3,... may be considered to be consisted of 2N	no. of sectors where the 
value of N depends on the order ν. For example, for W0, W1, W2 and W2, N = 4. Value of transmission T in each of the 
four sectors is either +1 or -1, depending upon the order of the Walsh function. Far-field amplitude distribution for each 
of these Walsh functions, Wv (q) can be calculated as [4-6]:     
   >(5, ¬) = ∑ √ƒÑ

ƒ∏o [≈ƒ(5, ¬; Ω) − qjƒ(5, ¬; Ω)]																																									(5) 
where ≈ƒ(5, ¬; Ω)	 and jƒ(5, ¬; Ω) are the real and imaginary parts of >(5, ¬) at the far-field plane and Ts the 
transmission factor of the pupil function given by:     
    √ƒ = ∑ 4Ca∆«»Ñ

ƒ∏o 																																																																																						(6) 

The normalized intensity point spread function at the far-field plane, nÑ(5, ¬)is given by:  
         nÑ(5, ¬) = n(5, ¬) n(0,0)⁄ 																																																																															(7) 
where	I	(0,0)	is the intensity distribution at the origin of the far-field plane where p = 0, z = 0 

The azimuthal Walsh filter   Wν  (θ)	of order ν = 1, 2, 3,... is placed on the exit pupil of a rotationally symmetric 
imaging system (Fig. 1) and the complex amplitude distribution and 2D IPSF on a transverse plane in the far-field of 
azimuthal Walsh filters are computed from equations (5) and (7). 3D IPSF corresponding to 2D has been generated to 
synthesize the asymmetrical beam pattern [7] for different orders of Wν (θ). 

	

Fig. 1 Schematic diagram of a rotationally symmetric imaging system. 

We have used MATLAB 2017a platform for the advance level computation and generate high-quality graphics for the 
study of the far-field diffraction pattern for different orders of azimuthal Walsh filters. Practical implementation of 
these filters can be achievable by the availability of high-speed Spatial Light modulators [7] where the in-situ 
generation of different orders of azimuthal Walsh filters are possible and combinations of lower order filters to achieve 
higher orders may be explored. Further scope of research includes efficient using azimuthal Walsh filters can be used 
very efficiently near the focus of an imaging system to cater the needs of complex imaging in advanced microscopy, 
3D imaging, lithography, optical superresolution, optical tomography including optical micro- and nano-manipulation. 
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Abstract: An innovative interferometer composed of a white light laser, phase control module 
(PCM), plastic fibre, and interferometric module (IM) is proposed for high precision measurements 
of mechanical parts in this research; where the PCM converts the beam from the laser into two co-
axial beams having a direction toward the entrance of the fibre; the fibre delivers the incoming 
beams for a distance to the IM; and the IM, which is of the common-path apparatus, exports an 
interference pattern whose phase is relative to the contours of the sample and can be remotely shifted 
using the PCM. The proposed interferometer can therefore examine the thickness and parallelism 
of the sample using phase-scanning and phase-shifting techniques, respectively, while perturbations 
around the IM are effectively resisted. This paper discusses the configuration, measurement theory, 
and experimental results of the proposed interferometer. The results verify the operational concept 
and applicability of the interferometer. 

1. Introduction  

With the ongoing development of automatic fabrication in industry, optical instruments for measuring the fabricated 
components become popular since they are with the abilities of full-field, non-contact, and high-precision inspection. 
Among which, the phase-shifting interferometers [1-4], multi-wavelength interferometers [5-7], and scanning white-
light interferometers [8-12] are particularly useful for thickness [5-12], flatness [1-4], and parallelism examinations 
[5-12]. However, they are inapplicable to in-situ measurements since their double-path configuration makes them be 
highly sensitive to perturbations propagating from environment.  

To surmount this drawback, we developed an innovative interferometer, which contains two important features: 
common-path apparatus and remote phase control module and two measurement modes: phase-shifting and phase-
scanning, capable of in-situ measurements of thickness and parallelism of mechanical parts. The configuration, 
measurement theory, and experimental results of this interferometer are demonstrated in the following sections. 

2. Configuration and theory 

Figure 1 (a) presents a schematic diagram of the proposed interferometer. It is composed of a white light laser, phase 
control module (PCM), plastic fibre, and interferometric module (IM).  
 

 
Fig. 1 (a) Schematic of the proposed interferometer; (b)magnification of the optical flat, sample, and gauge block. 

The white light laser emits a low-coherent beam to the PCM. The PCM, which comprises a colour filter, two retro-
reflectors (RR1 and RR2), a beam-splitter, and a compound stage (i.e. a stage assembled by mounting a nano-stage on 
the platform of a translation stage) on which RR1 is fixed, converts the incoming beam into two co-axial beams having 
a direction toward the entrance of the plastic fibre. The plastic fibre delivers the incoming beams for a distance to the 
IM. The IM includes a lens, a beam-splitter, an optical flat, a gauge block, the sample wrung on the gauge block, a z-
stage on which the optical flat, sample, and gauge block are placed, and a CCD camera; wherein the lens expands and 
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collimates the beams from the plastic fibre to illuminate the optical flat, sample, and gauge block simultaneously, and 
the optical flat, sample, and gauge block reflect the incoming beams to the CCD camera to generate an interference 
pattern having an intensity of 

;   (1) 

of which l denotes the central wavelength of the source, g is an envelope function, and wg, L and w represent the gap 
between the sample (or gauge block) and optical flat, the amount by which the distance between RR1 and the beam-
splitter exceeds that between RR2 and the beam-splitter, and contour height of the sample (or gauge block), respectively. 
Further demonstration about wg, L and w is given by Fig. 1(b). 

According to Eq. (1), the interferometer is capable of inspecting the sample using two measurement modes: phase-
shifting and phase-scanning. The former is when the band-width of the source is narrow, and it examines the 
parallelism of the opposite surfaces of the sample using phase-shifting technique. The latter is when the band-width 
of the source is broad (i.e. the colour filter in Fig 1(a) is withdrawn), and it retrieves the thickness of the sample using 
phase-scanning technique (i.e. optical coherence tomography). 

Note the interferometer is designed to install the PCM in an independent space isolating environmental 
perturbations and the IM in a workspace. The interferometer can therefore implement the measurements while the 
phase is remotely modulated using the PCM and the environmental perturbations around the IM are resisted due to 
the nature of common-path design of the IM. 

3. Experiments and results 

To implement the proposed interferometer, a setup composed of the interferometer and an image processing system 
was constructed and conducted to measure three gauge blocks. The measurement results are shown in Table 1, which 
validate the feasibility of the proposed interferometer. 

Table 1 Specs of the samples and measured results of these samples 
Nominal thickness 

(µm) 
Limit of thickness 

deviation (µm) 
Tolerance of 

parallelism (µm) 
Measured thickness 

(µm) 
Measured 

parallelism (µm) 
1005 <0.12 <0.10 1005.84 0.19 
1080 <0.12 <0.10 1080.17 0.05 
1200 <0.12 <0.10 1200.13 0.10 
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Abstract: An interferometer, composed of a dual-frequency laser and six interference modules, 
capable of inspecting precision stages was proposed in this research, where the interference modules 
retrieve six displacements, two along x-axis, three along y-axis, and one along z-axis, of the 
examined stage, which are then used to figure out the stage’s six-degree-of-freedom geometric 
errors. This paper introduces the interferometer in detail, it then presents the experimental results 
from the use of the interferometer. The results confirm the applicability of the proposed 
interferometer. 

 
1. Introduction  

Precision linear stages are now the key components of machine tools, computer numerical control machine centers, 
LCD inspecting machines, coordinate measuring machines, etc. Ideally, a precision linear stage travels along a straight 
line without positioning error; however, fabrication errors, installation errors, and environmental perturbations make 

the movement be with errors in six-degrees-of-freedom (6-DOF), one positioning error (i.e. ), two straightness 

errors (  and  ), and three rotation errors (a,b, and g), which largely influence the performance of the stage. 
To realize how large the 6-DOF errors are, the laser calibration systems have been developed [1-3]; however, their 
measurements are time-consuming and incapable of retrieving a-error, where the time-consuming is because of the    
required procedures of measuring the other errors one by one. 

To surmount the drawbacks of the commercialized laser calibration systems, many optical instruments are 
proposed; some of them are based on the theories of interferometer and position sensing detector [4-8], some on 
interferometer and grating [9], and some on interferometer, position sensing detector, and auto-collimator [10]. 
However, some of them use specific components that make the duplication of the them difficult, and some of them 
are with low measurement resolution in some components of the errors.   

2. The proposed interferometer 

 
Fig. 1 Configuration of the proposed 6-degrees-of-freedom interferometer 

An interferometer, shown in Fig. 1, composed of a laser and Y1, Y2, Y3, X1, X2, and Z interference modules is therefore 
proposed; where the laser emits a dual-frequency laser beam to the interference modules and exports a reference beat-
frequency signal; the Y1, Y2, Y3, X1, X2, and Z interference modules, assemblies of PBS1, CC1, CC2, and Dmy1, PBS2, 

xe

ye ze
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CC3, CC6, and Dmy2, PBS3, CC4, CC5, and Dmy3, NPBS6, WOl1, VM1, and Dmx1, NPBS7, WOl2, VM2, and Dmx2, and 
NPBS5, WOl3, VM3, and Dmz, respectively, output beat-frequency signals of Imy1, Imy2, Imy3, Imx1, Imx2, and Iz, 
respectively; the interferometer extracts the displacements of v1, v2, v3, u1, u2, and w of the examined stage by 
comparing the phase of the reference beat-frequency signal with the phases of Imy1, Imy2, Imy3, Imx1, Imx2, and Iz, 

respectively; and the interferometer determines the 6-DOF geometric errors of the examined stages by , 

, , , , and . Here vc 
denotes the command displacement of the stage; d, h and l are distances between Y2 and Y3, X1 and X2, and Y1 and 
Y2, respectively. 

3. Experiments and results 

 
Fig.2 Measured results 

 
The interferometer was installed and conducted to examined the 6-DOF geometric errors of a stage with two air-

bearing linear guides, parallel to Y1 and Y2, respectively, and a travel range of 250mm. The results are shown in 
Fig.2, they validate the feasibility of the proposed interferometer. 
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Abstract: The experimental results from a cluster of nano-antennas excited with visible light are 
presented. A confocal microscope was used to observe the electromagnetic field produced, shown 
by the dynamic behavior of iron oxide nanoparticles previously deposited over the cluster. 

 
1. Introduction 

Antennas have been used since as long as a century to control the emission and capture of radiation and microwaves. 
The reescalation of said antennas to smaller sizes have gave birth to things like the optic nano-antennas, whom can 
focus farther than the diffraction limit, which allows to highlight for the better some optic process like high harmonic 
generation [1], fluorescence [2,3], Raman scattering [4,5] and infrared absorption [6,7].  

It is well known that the metallic particles sustain resonance plasmonic modes in visible wavelengths, making 
them natural optic antennas [1,8].  

The objective is to characterize qualitatively the dynamic behavior of nanoparticles super paramagnetic by 
exposing them to an electromagnetic field generated by excited nano-antennas type bowtie. 

2. Methodology 

We used iron oxide Fe§OÕ nanoparticles (Np) with a size of 50-100 nm previously scattered in an immersion fluid 
(no polar fluid) with the help of an ultrasonic bath. 

Then, 20 !l of dispersed Np were deposited over the substratum of THz nano-antennas (Na). Then, the Np were 
forced to get close to the substratum with two neodymium magnets. After the magnets were retired, the substratum 
was irradiated with two wavelengths, one for observation (Œ£ of 543 nm) and one for excitation (Œ¢ of 1 !m). 

3. Results 

In the Fig.1, we present a series of images with a field of view of 21x23 !m in which the concentration of Np was 
the 0.42 g/l. The images were taken along an interval of 20 minutes. 

 

 

Fig. 1. Images of substratum being irradiated by both Œ¢ and Œ£ in a time of: a) +~0 min. b) +~7 min. c) +~14 

min. d) +~20 min. Inside the red zone we can observe the formation and dispersion of circles. 

In the Fig.2 we show the same area over the substratum, with the same Np, but now we turn off the Œ¢, so now we 
put the Np through a period of relaxation of ~20 min to check if the behavior observed in the Fig.1 is caused solely 
by the Œ¢ and not the Œ£. As you can see in the Fig.2, there isn’t an observable phenomenon along this period, other 
than the slight fading of circles. 



19th International Symposium on Optomechatronic Technology 
Cancún, México, Nov. 05-07, 2018 

 67 

   
Fig. 2. Substratum without Œ¢ at a time: a) t~0 min. b) t~7 min. c) t~14 min. d) t~20 min.  

 

4. Conclusions 

We observed a rearrangement of the Np when the substratum was irradiated with the Œ¢, but the same phenomenon 
did not repeat when the Œ¢ was absent, which make us think that the Œ£ by itself is not enough to excite the Na. The 
observable response of the Np to the electromagnetic field produced by the Na is slow and not always the same to the 
presented here. 

5. Future work 

Improve the experimental methodology until the dynamic phenomenon is faithfully repeatable. Characterize the 
dynamic of the Np resulted from the electromagnetic field of excited Na. 

Acknowledgement 

F. J. González would like to acknowledge support from Project 32 of “Centro Mexicano de Innovación en Energía 
Solar” and by the National Laboratory Program from CONACYT through the Terahertz Science and Technology 
National Lab (LANCYTT). 

 

References 
[1] T. H. Taminiau, F. D. Stefani, F. B. Segerink, and N. F. van Hulst, “Optical antennas direct single-molecule 
emission,” Nat. Photonics 2(4), 234–237 (2008). 
[2] S. Kim, J. Jin, Y.-J. Kim, I.-Y. Park, Y. Kim, and S.-W. Kim, “High-harmonic generation by resonant Plasmon 
field enhancement,” Nature 453(7196), 757–760 (2008). 
[3] R. M. Bakker, V. P. Drachev, Z. Liu, H.-K. Yuan, R. H. Pedersen, A. Boltasseva, J. Chen, J. Irudayaraj, A. V. 
Kildishev, and V. M. Shalaev, “Nanoantenna array-induced fluorescence enhancement and reduced lifetimes,” New 
J. Phys. 10(12), 125022 (2008). 
[4] P. Anger, P. Bharadwaj, and L. Novotny, “Enhancement and quenching of single-molecule fluorescence,” 
Phys.Rev. Lett. 96(11), 113002 (2006). 
[5] K. Kneipp, Y. Wang, H. Kneipp, L. T. Perelman, I. Itzkan, R. R. Dasari, and M. S. Feld, “Single molecule detection 
using surface-enhanced Raman scattering (SERS),” Phys. Rev. Lett. 78(9), 1667–1670 (1997).  
[6] G. Das, F. Mecarini, F. Gentile, F. De Angelis, H. Mohan Kumar, P. Candeloro, C. Liberale, G. Cuda, and E. Di 
Fabrizio, “Nano-patterned SERS substrate: application for protein analysis vs. temperature,” Biosens. Bioelectron. 
24(6), 1693–1699 (2009). 
[7] F. Neubrech, A. Pucci, T. W. Cornelius, S. Karim, A. García-Etxarri, and J. Aizpurua, “Resonant plasmonic and 
vibrational coupling in a tailored nanoantenna for infrared detection,” Phys. Rev. Lett. 101(15), 157403 (2008). 
[8] E. R. Encina and E. A. Coronado, “Plasmonic nanoantennas: Angular scattering properties of multipole resonances 
in noble metal nanorods,” J. Phys. Chem. C 112(26), 9586–9594 (2008). 
  



19th International Symposium on Optomechatronic Technology 
Cancún, México, Nov. 05-07, 2018 

 68 

First Order Filtering Least-Squares Method for Phase-
Shifting Interferometry 

O. Medina-Cázares1*, M. Leon-Rodríguez1, A. Barrientos-García1, J. Guel-Tapia1 
Universidad Politecnica de Guanajuato, 

Av. Universidad Sur 101, Comunidad Juan Alonso. Cortazar, Guanajuato, México. CP 38483. 
ommedina@upgto.edu.mx* 

Abstract: In this work, we develop an iterative first order filtering method to demodulate a 
Phase-Shifting Interferogram (PSI) sequence. This algorithm is based on the minimization of 
a Regularized Least-Squares (RLS) functional. This demodulation method is linear and 
provides stable convergence. Furthermore, it is able to obtain a phase without noise and uses 
at least three interferograms. 

1. Introduction 

The main difference between the demodulation method presented here and the ones reported in [1-3] is that our 
demodulation method is based on the least-squares (LS) method [4]. Therefore, the energy cost function is linear, 
while in works [1-3] the proposed cost function are non-linear. 
 

2. Objective: Least Squares Method 

In general, an interferogram sequence for PSI can be modeled as: 

,  r = 0, 1, 2, … , É − 1,  (1) 

where is the intensity at the site x, y of the k-interferogram in a sequence of  L interferograms, being its 

background illumination,  its contrast,  the modulating phase under test and  the phase-shift of the 

k-interferogram. Defining a new set of variables from Eq. (1) as , , 

, ,  we can rewrite Eq. (1) as 

,  r = 0, 1, 2,… , É − 1,   (2) 

if we know , we have a system of unknowns for each pixel. These unknowns can be solved using the least-
squares method. An energy cost function that describe Eq. (2) can be written as 

   (3) 

where  is the k-th experimentally measured intensity of the interferogram sequence. Knowing the steps , 

the LS criteria require to make zero the gradient of Eq. (3) as: . This functional gradient 

yields , where , A is a  matrix that is composed of the coefficients of Ck 

and Sk and . To ensure that A is nonsingular, Eq. (3) requires at least 

three different phase-steps. Therefore, the phase  at point x, y can be determined from 

. Note that the inverse of A is performed only once because its components depend only 

on the steps. 

3. Experimental Methodology: Regularized Least Square 

In order to regularize the LS functional Eq. (3) we propose the following cost function: 
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,  (4) 

where λ and µ are the regularization parameters that control the smoothness of ,  and . Operator 

 takes the first order differences along the x and y directions as follows:

. To find our unknown phase map we need to minimize the cost functional 
in Eq. (4). Equating the partial gradient to zero and solving, we can obtain a direct solution for each pixel as in LS for 
the background illumination a and the phase map . 

4. Results: Experimental Test 

Now, we are going to show the performance of our method with experimentally obtained interferograms. The 
interferogram sequence was generated using an electronic speckle pattern interferometry technique, and the wave-
front under test was modified by applying pressure. For the phase step, a phase-shift of π⁄2 radians was introduced. 
The object under test was a circular metal plate with circular perforations all along its edge. Figure 1 a) shows the first 
experimental phase-shifting interferogram of a four samples sequence. In Fig. 1 b), we show the wrapped phase 
estimation of the classic least-squares method, whereas in Fig. 1 c), we see the wrapped phase estimation of the RLS 
method proposed here. Another significant feature of this algorithm is that in sections where there is no information, 
such as black circles and scratches, the algorithm was able to fill-up the empty spaces satisfactorily; this is because it 
takes into account the neighboring pixel information and the regularization terms. 

 
     a) Interferogram     b) LS Phase               c) RLS Phase 

Fig. 1. Experimental results. a) One of the four experimental interferogram sequences, b) Recovered phase map using classic LS, 
c) Recovered phase map using our proposed RLS method. 

5. Conclusions 

We have presented a RLS phase-shifting demodulation method for noisy interferograms sequences. As shown in the 
results, our demodulation method is able to recover the modulating phase without noise. Given the linearity of the 
proposed functional, the demodulation method presented here provides stable convergence, recovers the modulated 
phase and removes noise with as few as three interferograms. In addition, the presented algorithm is capable of 
interpolating small empty spaces of missing data, since it takes into account the temporal and spatial information. 
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Abstract: Measurements of the displacement field by optical interferometry depend on the induced 
phase difference and on the interferometer’s sensitivity vector; the latter depends in turn on the 
positions of the illuminating source and the observation (case of out-of-plane interferometer), and 
on the topography of the analyzed sample. The aim of this study is the quantification of the out-of-
plane displacement field of a car fender which is subjected to mechanical loading. Special attention 
was paid to evaluating contributions to the displacement when the fender shape is considered. The 
displacement field is evaluated by using an electronic speckle pattern interferometer and the 
topography is obtained by a fringe projection technique. 

 
1. Introduction 

Electronic Speckle Pattern Interferometry (ESPI) is an optical technique which enables interferometric measurements 
of surface displacements in almost any material. The non-contact and full-field measurement allow the calculation of 
the three-dimensional distribution of the displacements and strains of the object under test as a response to a 
mechanical or thermal loading. ESPI has successfully been applied in many fields, including automotive, aerospace, 
electronics and materials research, for the study of material properties, fracture mechanics, fatigue testing, NDT and 
dynamic behavior of a variety of components [1]. Displacements measurements depend on the induced phase 
difference and on the interferometer´s sensitivity vector [2]. In this work we describe the dependence of the sensitivity 
vector on the shape of the object. 
 

2. Sensitivity vector 

The general relationship between the measured phase difference —(“) and the displacement vector = = =(”, 9, ‘) 
at a point “ = “(', ), *) in an ESPI interferometer is given by [2]: 

 
—(“) = #(“) ∙ =(“),                                    (1) 

 
where # = 3~

Ä
(r£ − r´) is the sensitivity vector, l is the employed laser light wavelength and r£, r´ are the unit 

vectors in the observation and illumination direction, respectively. The components of the sensitivity vector # can be 
written as 
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where ('£, )£, *£) is the observation point (entrance pupil position of the CCD camera), ('´, )´, *´) is the object 
illumination light source position and ◊o , ◊´  are the distances between the observation point and “  to the 
illumination light source, respectively. The ◊£ and ◊´ can be written as 

 
       	◊£ = Å(' − '£)3 + () − )£)3 + (* − *£)3,    ◊´ = Å(' − '´)3 + () − )´)3 + (* − *´)3.           (3) 

 
The coordinate z is associated to topography of the object at the point (', )). 
 

3. Experimental results 

Figure 1 shows the 3D shape of a car fender retrieved by the fringe projection technique. This shape has been corrected 
by the iterative method proposed in [3]. Using a Verdi laser whose wavelength is 532 nm, a phase map of interference 
fringe pattern is obtained by ESPI system with out-of-plane sensitivity; Figure 2 shows the phase field —(', )) 
evaluated after applying mechanical load. To evaluate the sensitivity vector components [Eqs. (2)] we considered the 
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following coordinates: ('£, )£, *£) = (0	"", 0	"", 1250	"")  and ('´, )´, *´) = (63.5	"", 0	"",1250	"") 
which are associated to position of the CCD and illumination source respectively. Figure 3 shows the component #y 
of the sensitivity vector to a) a flat surface and b) the fender topography. Figure 4 shows the relative error associated 
to displacements measurement when a flat surface is considered instead of the object shape. 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 

 
 
 
 

4. Conclusions 

The displacement field ‘(', )) was calculated considering the shape of the object and assuming a flat shape (see 
Figure 5). The maximum error associated to this assuming is of the 4 %. We have shown the relative error increases 
to large surface shape. 
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Fig. 2. Phase map for the applied 
mechanical load. 

Fig. 1. 3D shape of the car fender retrieved 
with fringe projection technique. 

Fig. 3. Sensitivity vector a) assuming a flat shape and b) considering the actual shape of the object. 

Fig. 4. Relative error due to the topography of the 
object when is supposed flat surface. 

Fig. 5. Displacement field ‘(', )) 
calculated assuming a flat shape. 
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Abstract: We describe a new method for a photon-counting imaging by a ghost imaging (GI) for 
realizing a high sensitivity imaging. The GI is one of the single pixel imaging and an imaging 
technique based on a correlation method. Because of a correlation method, the GI has an advantage 
of a signal-to-noise ratio. For using illumination with lower intensity, we focused on an arrival time 
of a photon from a sample to a detector. By calculate spatial dispersion of correlation efficiency 
between illumination patterns and an arrival time of the photons, we have obtained fluorescence 
images using several hundred photons. 

 
1. Introduction 

A Ghost imaging (GI) is one of a single pixel imaging and a correlation-based imaging method between illumination 
patterns and detected intensity from a sample [1]. The Gi has an advantage for a signal-to-noise ratio, because the 
correlation-based technique can reduce non-correlated noise. In the view point of sensitivity, our previous paper led 
to have an advantage of sensitivity by comparison between a normal imaging with CCD camera and the GI with 
patterned illuminations [2]. The GI would offer advantage for an imaging with lower intensity of illumination. We 
feel that this advantage particularly attractive for a photon imaging. In an attempt to advance of the advantage, instead 
of light intensity for correlation, we have used an arrival time of the photon "first photon detection time (FPDT)" from 
a sample to a detector. We first give a brief description of a principle and an experimental setup and then show images 
by several hundred photons. 

2. Principle of the first photon detection ghost imaging (FPDGI) 

The Ghost imaging is a correlation-based technique between illumination patterns and detected light intensities. Our 
method used an FPDT from a sample to a detector by using a photon counting technique instead of light intensity for 
imaging with lower intensity. The FPDT can be used for the GI because it is proportional to light intensity. 

Figures 1 shows a principle of the FPDGI. As shown in fig.1 (a), a patterned illumination coded by a PC 
In(x,y) was projected onto a fluorescence sample by a DMD projector. Then, an FPDT of the fluorescent photon tn was 
measured by a photo multiplier tube (PMT) and a photon counting device. The ghost image G(x,y) is a spatial 
dispersion of a correlation efficiency. Figure 1 (b) shows a timing sequence of the FPDGI. All devices were 
synchronized with a trigger signal from the DMD device. The trigger signal was generated with a pattern illumination. 
Then a counter of the photon counting device started by the trigger signal and measured the first signal of the photon. 
In the case of the high intensity, the detected signal means a photon density. However, in the lower case, the detected 
signal was discrete and means a probability of the arrival photon. In other words, the FPDGI was the correlation 
method between illumination patterns and probabilities of the photons. 

 
Fig. 1 Principle of the first photon detection ghost imaging by single photon counting. (a) optical setup and (b) timing sequence 

of intensity detection by the first detection time of the single photon. 
 

(a) (b) 
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3. Experimental results and discussion 

The FPDGI is based on an imaging using discreate signals of detected photons and considers light intensity. Possibility 
of detecting the lower intensity was confirmed by measuring FPDT depended on a photon rate. Filtered light at 532 
nm which intensity was controlled by ND filter was irradiated on a fluorescence bead and then a fluorescence photon 
was detected by the PMT. Figures 2 show experimental results of detected signals. As shown in fig.2 (a), the detected 
signals were discreated. Photon rate has a profound effect on an arrival time and decreasing photon rate tends to 
increase the FPDT. The dependence of the FPDT on a photon rate is shown in fig. 2 (b). In the range of lower photon 
rate, experimental values agree well with theoretical values. This experiment yielded cta 	�1 for the FPDGI. 
(a) (b) 

 
Fig. 2 Experimental results of detected FPDT ta. (a) variation of time dependent signals of photon with a photon 

rate, (b) dependence of FPDT on photon rate c. 
 
Figures 3 shows experimental results of obtained images and its ability for damage-less imaging of fluorescence 
samples. As shown in fig.3 (a), the image detected by the FPDGI has the highest quality of images detected by other 
proposed technique. We show in fig.3 (b), the dependence of a photon rate on imaging numbers. The FPDT decreased 
with increasing an imaging number slower than that measured by the proposed GI. The FPDT plays an important role 
in increasing the image quality as well as decreasing sample damage. 

 
 

Fig. 3 Experimental results of obtained images. (a) image comparison FPDGI with CCD imaging and proposed GI, (b) 
comparison of sample damage by photo bleaching. 

4. Conclusions 
The fluorescence microscope using the GI by a probability of photon detection has been proposed. Firstly, we 
confirmed properties of a probability of photon detection. The results indicate the FPDGI possible to obtain an image 
by a correlation calculation. For a fluorescence imaging by using a probability of photon detection, the FPDGI has an 
advantage to obtain a high contrast image compared with other proposed imaging. 
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Abstract: In this paper, an optical interferometery method named as amplitude fluctuation (AF) 
electronic speckle pattern interferometry (ESPI), a kind of time-averaged ESPI method, was 
implemented to perform the measurement of dynamic properties of a crack existed cantilever 
composite plate. The crack was manufactured perpendicular to the vertical edge of the composite 
plate and then clamped by a vise to simulate a crack generated along the clamped edge where the 
geometric defect is most likely introduced by bending moment. The modified-SIF can be evaluated 
by ∆w-√ÿ plot which concludes that if a crack exists in the structure, the stress failure criterion 
must also be considered, especially for higher frequency vibration. 

 
1. Background 

When composite structures are in service, occasionally, cracks might be introduced due to accidental impact or 
degraded due to sever operational conditions.  Therefore, dynamic properties of composite structures may be 
changed.  Modal modes different from those generated by defect-free composite structures and stress intensity factors 
(SIFs) induced by vibration are produced.  Structures may then be failed because of the large displacement introduced 
by additional free surface or crack prorogation.  Many experimental methods can be applied for measuring vibration 
parameters, such as holography, modal testing method, shadow moiré method, laser Doppler vibrometer, 
shearography, electronic speckle pattern interferometry (ESPI), etc.  In this paper, the modified STFs were evaluated 
by following the proposed experimental method proposed by Wang etc. [1], therefore, the crack opening displacement 
(COD) would be first determined; after that, by implementing COD-SIF relationship, the modified KIII values of 
different resonant frequencies were evaluated.  As indicated by previous study performed by Wang etc. [1], to 
evaluate crack introduced stress intensity factors of the cracked composite plates by COD approach, more stable fringe 
patterns and higher measurement sensitivity were required.  Therefore, the amplitude fluctuation (AF) ESPI method 
was proposed by the Wang etc. [2] was adopted. 

  
2. Experimental Setups and Specimens  

In this paper, an optical interferometery method named as amplitude fluctuation (AF) electronic speckle pattern 
interferometry (ESPI), as shown in Fig. 1, which is a kind of time-averaged ESPI based on the fluctuation of vibration 
driving force, was implemented to perform the measurement of dynamic properties of a crack existed cantilever 
composite plate. The crack was manufactured perpendicular to the vertical edge of the composite plate and then 
clamped by a vise to simulate a crack generated along the clamped edge where the geometric defect is most likely 
introduced by bending moment. 

Two composite plates with [0]DŸ stacking sequence but different crack lengths were used for the study.  The 
crack was created and clamped as mentioned to simulate the crack locates along the clamped edge. Two crack lengths 
were selected, i.e. 20 mm and 40 mm.  The composite plate was produced from the 250 mm x 250 mm unidirectional 
CFRP prepreg and then cured by the vacuum bag method.  The cured CFRP plate was cut into several 190 mm x 90 
mm sheets, as shown in Fig.2, by using a diamond wheel.  To produce the crack, a screw slotting cutter of 0.35 mm 
thick was used. 

3. Results and Discussions 

In this paper, the mode shapes and the modified SIFs are two vibration characteristics for discussions.  The composite 
plate was excited by a shaker at different frequencies.  Thanks to the whole field measurement capability of the AF 
ESPI method, the vibration modes at different resonant frequencies can be determined.  A typical AF ESPI fringe 
pattern is shown in Fig. 3.  The displacement across the crack at different resonant frequencies was determined by 
interpreting the fringe order with fringe formula.  In this study, sub-fringe order on the crack was evaluated by linear 
interpolation between adjacent fringes to provide better resolution.  Then based on the relationship between the crack 
opening displacement (COD) and the stress intensity factor (SIF), the modified-SIF values of different resonant 
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frequencies of the crack-contained composite plate were evaluated. Different from the conclusions of early numerical 
and theoretical studies on crack subjected to the dynamic periodic loads, the values of the modified SIFs are upper-
bound values instead of becoming infinite in spite of the crack contained plate is subjected to resonant vibration force. 

4. Conclusions 

In this study, while the cracked structure subjected to a resonant loading, two failure criteria need to be evaluated to 
investigate the reliability of the structure.  They are the displacement criterion and the stress criterion. Different from 
the traditional dynamic structure design, particular a defect-free structure, large displacement instead of stress is 
always first considered to dominant the structural failure.  In this study, the modified SIFs of the first six modes were 
determined by the displacement on the upper surface of the crack.  Based on ∆w-�r plot, the magnitude of modified 
SIFs can be then be compared, where ∆w is the displacement difference between crack surfaces and r is the radial 
distance from the crack tip.  The plot provides very important results that if there is a crack exists in the structure, 
the stress failure criterion must also be considered, especially for higher frequency vibration. 
 

 
 

Fig. 1 Schematic of the assembled experimental setup 
 

Fig. 2 The edge cracked specimen with  stacking 
sequence 

 

 
 

Fig. 3 Typical ESPI fringe pattern of a [0]DŸ composite plate with 20mm crack length on the clamped edge 
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Abstract: In the last few years, the extra-solar planet detection has been an important science topic. 
An overwhelming number of the current detections were accomplished using indirect methods. In 
order to achieve direct detections of planets, a number of interferometric techniques have been 
proposed. Among those some already implemented in terrestrial observatories. The most published 
of these techniques is the nulling interferometry. We are working on a derivative interferometric 
technique, referred to as rotational shearing interferometry. We perform a comparison between these 
techniques and report on the status of their development. 

 
1. Challenges of detecting an extra-solar planet 

The interest of the scientific community and general population about the planets outside our Solar system has been 
increased during the last thirty years. The number of confirmed extra-solar planets has increased only in the latest 
decade, from 427 in 2011 to over 2900 in 2018. The main detection techniques used in these observations are transit 
and radial velocity. Unfortunately, these techniques are indirect techniques; they provide indirect and limited data. 
Therefore, a direct detection technique is necessary to validate the current observations [1]. 

The main challenge in the extra-solar planet detection lies in the very large distance of the nearest stars to the 
Earth. This distance implies two resolution problems: the radiometric and the spatial one. The radiometric resolution 
is the minimum irradiance change that may be detectable by the sensor. The radiation ratio between the planet and the 
star is at least 10-6 in the visible region. The spatial resolution is the minimum angular separation that allows us to 
distinguish between two point sources. For a planet with an orbit similar to that of the Earth that orbits a star at ten 
parsecs from the observatory, the angular separation between the planet and the star is 0.1 arcsec. 

Additionally, the stars are surrounded by the exo-zodiacal dust. This dust is located in the habitable zone of the 
planetary systems, meaning where the planets are likely to be located. Its presence obstructs the detection of exo-
planets acting as veil [2]. In order to decrease these resolution challenges and the effect of exo-zodiacal dust, several 
interferometric techniques have been proposed. The most highly-developed of these techniques is the nulling 
interferometry. We are pursuing an alternate interferometric technique, the rotational shearing interferometry where 
we already demonstrated some initial promising results [3]. 

In this work, we compare the nulling interferometry and the rotational shearing interferometry for exo-planet 
detection. In Sec. 2, we describe the operating principle of each technique. Then, we present the state of development 
and implementation of each technique in Sec. 3. Finally, we present the summary in Sec. 5. 

2. Analysis 
 

Due to the large distance between the star-planet system and the Earth, it is necessary to model the star and the planet 
as point sources. Additionally, their wave fronts may be modeled as planar. If the star is aligned with the optical axis, 
its wave front is perpendicular to the optical axis and the planet wave front is slightly tilted as illustrated in Fig. 1. 
 

 
 

Fig. 1. Star-planet system viewed from the interferometer. The star is aligned with the interferometer optical axis. 
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The nulling interferometry technique interferes the star wave front with itself. The star wave front through two 
interferometer paths may be canceled because the incorporation of beam splitters under ideal condition. Due to planet-
wave-front tilt, its wave front propagates by a slightly different optical path and avoids the cancellation. The result of 
the star’s self-interference is an uniform irradiance level without fringes. This irradiance level depends of the angular 
separation between the planet and the star, and the optical path difference (OPD) of the interferometer. This technique 
allows the radiometric-resolution improvement.  

The rotational shearing interferometer (RSI) interferes the wave front with a rotated version of itself. The RSI is 
insensitive to rotationally-invariant wave fronts. When the rotationally-symmetric star wave front interferes with its 
rotated version, the resultant interference pattern has uniformly irradiance with a single fringe, characterized by a 
uniform field. Furthermore, the star irradiance may be canceled when the interferometer OPD has adjusted to Œ 2⁄ . 
This adjust may be performed with a wedge prism [4] or a Risley prism [5]. The planet wave front is rotationally 
asymmetric because it is tilted with respect to the optical axis. Therefore, the interferometric pattern generated in the 
RSI of the planet wave front consists of straight fringes. The fringe density and orientation depend on the shearing 
angle [6]. This technique allows the improvement of radiometric and spatial resolution. Finally, the RSI may be used 
to cancel symmetric rings of exo-zodiacal dust.  

3. Implementation 

Since the first proposal in 1979, several projects to implement nulling interferometry in exo-planets detection have 
been proposed. The most important of these projects is the Darwing / TPF project [7]. This project contemplates a 
spatial nulling-interferometer, whose deployment is planned for about 2030. There are additional subprojects that 
involve nulling interferometry. Two of these subprojects are the Keck Nuller Interferometer (KNI) [8] and the large 
binocular telescope interferometer (LBTI) [9]. The initial objective of these interferometers is the characterization of 
the exo-zodiacal dust. The first detection of warm dust with the LBTI around the star η Crv was reported in 2015.  

Meanwhile, the RSI has been proposed to be implemented in an observatory at the moon.  

4. Summary and future work 

Both, the nulling interferometry and the Rotational Shearing Interferometry have been proposed and studied for the 
exo-planet detection. Both techniques may be used to enhance the radiometric resolution of a stellar observatory. 
However, only the RSI allows the enhancement of the spatial resolution. The search for direct detection of extra-
solar planets is a long-term project. We continue demonstrating RSI features in laboratory experiments. Its current 
capabilities include the cancelation or at least attenuation of rotationally-symmetrical structures of exo-zodiacal 
dust. 
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Abstract: A tutorial review on the several methods for the analytical representation of wavefront 
aberrations and the topography of optical surfaces is described.  

 
1. Introduction to the style guide, formatting of main text, and page layout 

Ideally, a wavefront should either have a flat or spherical shape in the absence of any aberrations. The on-axis 
wavefront aberrations of a centered optical system with perfectly coaxial surfaces with rotational symmetry also have 
rotational symmetry about the optical axis. The off-axis aberrations of this perfect centered optical system do not in 
general have rotational symmetry, but they are laterally symmetric about the meridional plane. These are the so called 
primary and high order Seidel aberrations [1]. However, if the optical system has tilted or, decentered optical surfaces, 
without rotational symmetry or with local deformations, the wavefront aberrations have deformations without any 
kind of symmetry. 

 

2. Wavefront Representation with a Linear Combination of Polynomials, Orthogonal in a Discrete Base  

When performing a least squares fitting of a polynomial of degree K to a set of measured data points, it is well known 
that in the process a set of K + 1 linear simultaneous equations with K + 1 unknowns appear. It is also known that the 
matrix of this system has a matrix that it is symmetric, all elements in a minor diagonal are equal and it is nearly 
singular. In other words, its determinant has a small numerical value. This makes the matrix difficult to invert, mainly 
if K is large. The alternative procedure is to express the wavefront deformations as a linear combination of orthogonal 
polynomials, as it will be explained here. 
           

            (1) 

 
with an orthogonality condition, similar to the scalar product of vectors: 
 

                                          (2) 

 
and the points (xi, yi) with i = 1, 2, 3,…N are the points in the pupil where the wavefront is measured. As in a system 
of orthogonal vectors, we say that a system of functions Gi(x,y) are orthogonal to each other, in a certain domain, if 
none of the functions could be expresses in terms of the other functions.  This set of functions is complete if any 
other possible function can be expressed as a linear combination of the functions, members of the set. For this reason 
we say that the polynomials are orthogonal in a discrete base. A least squares fitting to the measured W’(xn, yn) values 
of the wavefront is done with: 

                                 (3) 
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                                  (4) 

 
Thus, the coefficients αj are: 
 

                                               (5) 

 
To calculate these coefficients αj we need to obtain the numerical values of the orthogonal polynomials Gj(xn, yn) at 
all sampling points (xn, yn). 

 
3. Gram-Schmidt Orthogonalization to Generate Orthogonal Polynomials Gr(x,y) 

Gram-Schmidt orthogonalization, also called the Gram-Schmidt process, is a procedure which takes a nonorthogonal 
set of linearly independent functions and constructs an orthogonal basis over an arbitrary interval with respect to an 
arbitrary weighting function w(x). 
 
Applying the Gram-Schmidt process to the functions 1, x, x2, ... on the interval [-1,1] with the usual L2 inner product 
gives the Legendre polynomials [2]. In Figure 1 shown some calculations for an interferogram example 
 

 
Figure 1. Aberration coefficients in fringe pattern (L=8) 

 
 Un-Normalized    Normalized 
β1 =  0.00  0.00 
β2 =  1.0 x 10-5  1.0 x 10-7 
β3 =  0.00  0.00 
β4 =  1.0 x 10-7  1.0 x 10-11 
β5 =  5.0 x 10-8  5.0 x 10-12 
β6 =  0.00  0.00 
β7 =  0.00  0.00 
β8 =  2.0 x 10-10  2.0 x 10-16 
Wavelength: 632.8 nm 
Diameter: 200 mm 
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Abstract: A three-dimensional (3-D) shape-measurement method is proposed for superfine 
structures beyond the diffraction limit of lens using the basic feature of speckle interferometry. 
Because the differential coefficient distribution of the shape of such an object can be detected by 
giving a known lateral shift to the measured object in speckle interferometry, the shape can be 
reconstructed by integrating the differential coefficient distribution. The influence of magnitude of 
lateral shift on measured shape and the method for measurement of dynamic events are discussed. 

 
1. Introduction 
Speckle interferometry, which has been conventionally treated as a deformation measurement method [1], was applied 
to the three-dimensional measurement of the shape using a lateral shift [2]. The influence of magnitude of lateral shift 
on measured shape and the method for measurement of dynamic events were discussed in this paper. 
In experiments using diffraction gratings, the newly proposed optical system was constructed. The shape of a superfine 
structure can be measured by this method. The measured results were compared with results obtained using atomic 
force microscopy (AFM). It can be confirmed that the 3-D shape beyond the diffraction limit of a lens can be measured 
at high resolution using speckle interferometry. 

2. Principle of three-dimensional shape measurement 

The optical system used in this experiment was shown in Fig.1(a). The original system of the optical system can detect 
high-resolution deformation using only two sheets of speckle patterns before and after deformation of the measured 
object [1]. In addition, a piezo stage, which can provide a lateral shift (dx) to the measured object, was placed in the 
original system [2]. The lateral shift was provided in horizontal direction when performing 3-D shape measurements. 
Now, the lateral shift of the measured object is given by dx. The cross-sectional shape of the measured object in the 
x-direction after shift becomes f(x + dx), and the cross-sectional shape before a shift is defined as f(x). When the two 
speckle patterns before and after the lateral shift are extracted and analyzed, the deformation value at the measured point 
becomes f(x) - f(x + dx). When the analyzed deformation value, f(x) - f(x + dx), is divided by the lateral shift (;dx), 
the resulting value can be assumed to be equivalent to an approximate-differential coefficient in the x-direction. 
Furthermore, when this differential coefficient is integrated over the x-direction, the 3-D shape f(x) in the x- 
direction can be obtained [2]. Because the differential coefficient is a finite difference value based on the limited finite 
value in the actual calculation, the calculated 3-D shape f(x) is a pseudo-integrated value in the integration calculation. 

3. Production of artificial speckle pattern for one-shot 3-D shape measurement method 

In this study, the speckle pattern obtained in one-shot was shifted as a virtual displacement in computer memory as 
shown in Fig.1 (b) and (c). Then, the second speckle pattern was produced artificially by shifting “k pixel”. By using 
both real and artificial speckle patterns, the 3-D shape measurement can be realized. 

4. Confirmation of the validity of measurement principle 

The measurement principle of the proposed method using only a one-shot speckle pattern image was tested by using 
a diffraction grating with relatively large pitch (1.67µm). The principle of the method is discussed using a grating 
where the 3-D shape is a unique shape (; saw shape).First, the 3-D shape was analyzed by two real speckle patterns 
using the conventional method. The results are shown in Figures 2 (a) and (b) as the slope and shape distributions, 
respectively. Second, 3-D shape analysis using the real speckle pattern and the artificial speckle pattern produced by 
using the real speckle pattern was performed. In this case, the artificial speckle pattern was produced by shifting five 
pixels (@ 60nm) on the camera element in order to fulfil the same lateral shift as the real physical lateral shift. By 
considering lens magnification (200 times) and so on, the width of one pixel was set as corresponding to 12 nm in 
preparation of the measurement experiment.The results are shown in Figures 2 (c) and (d). It can be confirmed that 
the results in Figures 2 (a) and (b) using the physical lateral shift agree well with the results in Figures 2 (c) and (d). 
These results confirm the validity of the principle of the method using virtual shift. 
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Fig.1 Optical system and data processing in computer 

 
Fig.2 Slope and 3D shape distribution in experiment and influence of change of lateral shift in 3D shape 

5. Influence of the magnitude of lateral shift 

The influence of the magnitude of the lateral shift on the result was investigated. The height distribution is shown in 
Fig. 2 (e). In this case, the magnitude of the lateral shift was three pixels. After increasing or decreasing the magnitude 
of lateral shift, it is confirmed that the cross-section of the shape changed, as shown in Fig. 2 (e). The dotted line in 
Fig. 2 (e) is the measured result by atomic force microscope (AFM). It is confirmed that the optimum shift magnitude 
is about 3 pixels (@26.0nm) in this case. It is confirmed that there would be the optimal lateral shift in this method. 

6. Measurement beyond the diffraction limit of a lens 

The proposed one-shot speckle pattern method was applied to measurement of superfine sizes beyond the diffraction 
limit of a lens. The results are shown in Figure 3. The dotted line in Fig. 3 (c) is the result from AFM. It is confirmed 
that the result (cross-section A-A) using new one-shot speckle interferometry agreed with the result by AFM well. 

 
Fig. 3 Measurement results in the case of grating beyond limit of diffraction 

7. Conclusion 

In this paper, a basic method for measuring dynamic events using a one-shot speckle pattern was proposed. The 
validity of the proposed method was investigated with diffraction gratings and was confirmed from experimental 
results. Furthermore, the influence of the magnitude of lateral shift on the measured result was also discussed. Then, 
it was confirmed that there was an optimal lateral shift in this method. It was also confirmed that the new method 
could be used for superfine sizes beyond the diffraction limit of the lens. 
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Abstract: A measuring technique based on capturing the scattered light produced by a photonic 
crystal-bulk interface when an electromagnetic surface wave is present is proposed to characterize 
thin films along extended areas. Given the sensitivity of the method, this deserves the name of a 
microscopy, since it is possible to determine the thickness map distribution with precision up to a 
fraction of a nanometer. 

 

1. Introduction 

Surface electromagnetic waves (SW) that are highly confined fields around the interface between a truncated one-
dimensional photonic crystal (1DPC) and a bulk (or vacuum) [1-3], can be used in sensing devices in a similar way to 
plasma surface waves (SPW) but with inherent advantages, since they involve the use of highly stable dielectric 
materials, and depending on the structure of the 1DPC, SW can exist at any frequency of the EM spectrum[1].These 
nonradiative waves propagate along the 1DPC-air interface with evanescent fields in the perpendicular direction away 
from the surface plane constituting a mechanism for energy loss [1-2], and can be excited by optical techniques 
identical to those used for excitation of SPW on metals by attenuated total reflectance [4]. 
 

If we consider a 1DPC-air system, in the context of photonic crystals language, SW can exist below the light line 
of vacuum and within a band gap [2-3]. In Fig. 1a we show the band structure under TE polarization of a 1DPC whose 
period is composed of three dielectric layers p/2-q-p/2 with refractive indices and thicknesses: np = 2.44 dp = 82.2 nm, 
nq = 1.46, and dq = 130.1 nm respectively. In this dispersion diagram ⁄ = ÇΛ/20ä, and ›̅ = ›Λ/20 represent the 
reduced frequency, and the reduced parallel component of the wave vector respectively. The normalization constant is 
chosen to be Λ = 2=° + =fl, and c is the speed of light in vacuum. 

 
Within the first bang gap a SW is indicated by a dashed curve. In Fig. 1b the reflectance as a function of the 

wavelength in the region around the SW is graphed for a finite system with five periods. In order to observe the SW an 
absorption index kp = 0.01 was considered. 

 

              
        (a)                                                                                       (b) 

Fig. 1. a) Band structure of 1DPC under TE polarization. Allowed bands are indicated by shaded regions 
and band gaps with white color. The light line for vacuum is shown in red line b) Reflectance vs. 
wavelength in the region around the SW for ›̅ =	0.327 and ⁄ = 	0.281, which correspond to Ω =	50º 
with an incident medium of n 0  = 1.52. 
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2. Results 

The experimental setup consists of a Kretschmann configuration with an imaging system installed on the same rotation 
stage as the prism (N-BK7), allowing us to take images with a charge-coupled device (CCD) camera of the same area 
of interest as the prism was rotated (Fig. 2a). In Fig. 2b the scattered measured signal is shown. The samples were 
positioned at the hypotenuse of a right angle prism, using refractive index-matching oil. In contrast to typical 
reflectivity measurements, we detected the scattered light produced by SW that are decoupled by the local roughness 
of the films. Each pixel of the CCD camera was intended to act as individual power detectors in order to determine 
the intensity at every excitation angle; nevertheless, the signal-to-noise ratio turned out to be too low if a single pixel 
was considered. We used the correlation coefficient R2 of the fitting results as a figure of merit to determine the 
minimum amount of square pixels that would be necessary to average, in order to get a reliable experimental 
curve (R2 > 0.9). The experimental data were fitted for arrays of 1 × 1, 2 × 2, and 3 × 3 pixels [Fig. 3(a)-(d)]. A 
full 3D reconstruction of the dielectric film thickness using the procedure as described in [4]. We our results we 
estimate a sensibility around 0.2 deg/nm for this technique. The dependence of the SW angle position with the outer 
thin film thickness shown that for films thicker than 60 nm, the SW angle surpasses 65°. 
 

          

 

 
 
 

 

 

3. Conclutions 

Although not explicitly included here, with the presented technique is possible to reconstruct 3D thickness maps of 
dielectric thin films through the detection of scattered light from EM SW existing at a 1DPC-bulk interface by using a 
Kretschmann configuration. The high sensitivity of the SW due to changes in the geometrical parameters of a 
multilayer allows us to determine the local (point-by point) thicknesses of a thin film at a subnanometer scale. With 
our experimental set up, it is possible to determine the thickness distribution of a thin film along an extended area 
which is correlated to every pixel of the image associated to each point in the surface of the sample by using an 
automated post-processing algorithm based on numerical fitting. 
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Figure 2. (a) Experimental setup which consists of a 
Kretschmann configuration where a CCD camera and a lens 

system (LS) have been attached to the same rotation stage (R) 
as the prism (P). The beam of the laser is expanded (∼1 cm) 

with a beam expander (BE) to illuminate the complete area of 
interest. (b) Scattering measurements (circles) obtained with 

the CCD camera). 

Figure 3. Intensity measurements obtained from 
pixels in the CCD camera for averaged arrays of (a) 1 
× 1, (b) 2 × 2, (c) 3 × 3, and (d) 1024 × 768 pixels. 

The red solid curve corresponds to the best numerical 
fit, and the correlation coefficient R2 is labeled in 
each case. The wavelength considered was 760 nm. 
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Abstract: 3D-profilometry of discontinuous solids by fringe projection is a difficult task due to the 
problem posed by the phase unwrapping at sharp borders. Our implementation is based on the 
acquisition of two frequency color-coded fringe patterns for reconstructing the discontinuous 3D 
surface. Experimental results are implemented showing the feasibility of the implementation. 

 
1. Introduction 

The algorithms focused to retrieve the phase in fringe projection techniques such as phase-shifting (PS) [1,2] or 
Fourier-based techniques [3], perform an arctangent calculation undertaken over the four quadrants of phasor space. 
For perfect experimental conditions, phase unwrapping is a straightforward and path-data-independent procedure. 
However, this is not the case when the sample presents abrupt discontinuities, complex irregular shapes resulting and 
several approaches have been proposed to overcome the problem of retrieving the profile with large discontinuities, 
for example, Servin et al. proposed a 2-step temporal phase unwrapping algorithm [4], which only needs the 2-extreme 
phase-maps to achieve the same results as the standard temporal unwrapping method; the phase map requires at least 
3 fringe-shifted patterns, projected sequentially on a reference plane and on the object under test. The present work 
shows an implementation of this method considering the acquisition of two color-coded fringe patterns. The approach 
taken in this work have potential usage of in-line 3D profilometry acquisition systems [5] with the improvement of 
dynamic range on the reconstruction. 
 
2. Profile unwrapping with color-coded patterns 

Our implementation is based on a 2-sensitive fringe-pattern demodulation technique presented by Servin, et al at [4]. 
Servin et al. have demonstrated that by employing two frequency fringe pattern measurements, one at high-sensitive 
phase —‘2(',	))	and other with low-sensitivity phase estimation —1(',	)), an efficient method for the reconstruction 
of surfaces with abrupt changes. The proposal is based on retrieve an estimation process considering the sensitivity 
gain G and the wrapping phase operator W as 

—2(',	))	=	·—1(',	))	+	º[—‘2	(',	))	−	·—1(',	))]	 	 	 (1) 

The method is efficient for the reconstruction of surfaces with abrupt discontinuities, its drawback is the consideration 
of acquire at least six frames for the test object (three with a low-frequency carrier and other three frames with high- 
frequency carrier), and equivalently, other six frames for a reference plane. In our implementation, we employed a 
color-coded phase-shifting technique capable to acquire three phase-shifted patterns on single RGB-image [6], 
overcoming the time limitations of sequential PS fringe projection. The use of colored fringe patterns poses the issue 
of crosstalk between adjacent colors, which induces unevenly spaced phase delays between the different color patterns 
(n1,·,‚), 

n1,·,‚(',	))	=	„1,·,‚	 	 +	ö1,·,‚	ä‰#[—(',	))	 	 +	æ1,·,‚]	 	 	 (2) 

where the sub-indices RGB indicate the color channels red, green and blue, respectively, —(',	))	is the phase to be 
determined, „1,·,‚	and  ö1,·,‚	 	 are slowly varying functions of  (',	)), and  æ1,·,‚	 	 are unevenly spaced phase-step.  
The phase —(',	))	is retrieved by following Ayubi’s algorithm [7], after removed the DC component „1,·,‚	[8] and 
compensated the color imbalance of the intensities ö1,·,‚	 [6]. 

—(', )) = tanCD
(n· − n‚)	ä‰#(æ1) + (n‚ − n1)	ä‰#(æ·) + (n1 − n·)	ä‰#(æ‚)

(n· − n‚)	#qm(æ1) 	 + (n‚ − n1)	#qm(æ·) 	+ (n1 − n·)	#qm(æ‚)
																																												(3) 

 
3. Experimental Results 

The images were acquired with an 8-bit digital color camera with 1280×1024 pixels. The fringe patterns were 
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projected with a commercial LCD-projector with 1024×768 pixels under a viewing angle θ ≈ 13 deg. Figures 1(a) and 
1(b) show the colored fringe patterns of low- and high-spatial frequency, respectively, projected on a reference plane. 
The frequency ratio is 10, i.e. ·	=	10. The patterns were projected over a static test object, a rectangular prism 
(4.2cm×6cm×8cm), Figs. 1(c) and 1(d). Figure 2(a) shows the phase profile —2(',	))	unwrapped utilizing Eq. (1) and 
Fig. 2b) shows the unwrapped phase profile. The dark line shows the raw result modulated by spurious third- 
harmonics of the carrier frequency and the red line shows a high-quality result obtained after a median filter operation 
(size 5×5 pixels) applying the method of Pan [9]. 
 

   
 
 
 
 
 
 
 
4. Conclusions 

We presented an improvement to the temporal unwrapping method reducing the number of necessary frames in a 
factor three by employing color-coded fringe patterns (i.e., RGB-images) for reconstructing the discontinuous 3D 
surface of the test object. The improvement proposed in the present work are potentially useful for automated profile 
reconstruction of moving or static objects with discontinuous surface, e.g. the proposed method can be used to produce 
high-resolution digital 3D models for reverse engineering and industrial metrology, also, it could be used as line 
profilers to surface or volumetric measurements at line production speed. 
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Fig.1. a and b) are the low- and high frequency colored 
fringe pattern projected over a reference plane. c) and d) 
are the low- and high frequency pattern projected over 
the test object. 

Fig. 2. a) Unwrapped profile —2(',	))	in false color; b) Cut across 
the unwrapped phase profile. Dark line shows the raw result 
modulated by the spurious third harmonics of the carrier frequency 
and red line shows the result after a filtering operation. 
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Abstract: The surface variation of the samples is retrieved by using fringe contrast modulation and the 
technique considers the defocus change and the encoding information on the fringe contrast of the 
projected structured light pattern. We implement a 2D Fourier Transform filter for remove the baseline 
information for increasing the fringes contrast and also we improved the fitting function for better 
results in the 3D reconstruction. A comparison of the obtained results with a commercial microscope 
and different filters were implemented. The depth range of the system is 1.1 mm and a lateral range 
of 2 mm by 2 mm. We demonstrate the technique by showing the surface profile of a measured object. 

 
1. Introduction 

Applications of endoscopes range from medical, security purposes and industrial inspections due of the advantage of 
portability in small regions where the usage of common imaging systems encounters difficulties [1]. Uniaxial 
measurement techniques and imaging fiber-based systems presents a good matching due to the fiber property of 
carrying the illumination and imaging on the same axis, this combination offers a unique advantage, over the common 
triangulation based techniques, when objects have discontinuous of height steps, deep holes or the object is placed in 
confined space [2-8]. We have succeeded in combine the focus method with an imaging fiber, to acquire three- 
dimensional volume information of reflective samples in a uniaxial manner working as a 3D endoscopic system [9]. 
The implementation needs to consider noise generated from inner reflections (fiber bundle faces, lens surface) and the 
pixelated appearance of the images due to the fiber imaging bundle. 
 
2. Theoretical background 

The system is based on measuring the contrast variation Ê(',	),	*q	)	at each pixel in the image (',	))	at different depth 
(*q)	by using a sinusoidal fringe pattern generated by a liquid crystal device. Contrast variation can be obtained by a 
combination of these intensities and a fitting process on a Gaussian function basis relates the contrast distribution, Ê, 
with depth information, *q, as: 

Ê = Êoexp í−2H
*a − *o
>

M
3
ì																																																																											(1) 

where Ê0, *0,and >, represent the maximum contrast, location in depth of the maximum contrast and depth range were 
the 3D reconstruction can be obtained. By taking inverse of Eq.1, depth information can be retrieved. 
 
3. Setup and experimental results 

Figure 1 shows the optical setup for uniaxial depth measurement using a liquid crystal grating (LCG) for projecting 
grating patterns onto a sample. The grating image is focused onto an image fiber inlet and propagated to the image 
fiber outlet via the fiber bundle and transmitted back into the CCD camera. 

Image data presents two features: a constant baseline signal due to the back reflection coming from the two fiber- 
surfaces removed by using a referenced non-reflective material. The second feature is a pixelated appearance of the 
images caused by the composition of the imaging fiber bundle (13,000 fibers) removed by using a frequency filtering 
process. A character of a one-yen Japanese coin (Fig. 2) was used as a sample to demonstrate three-dimensional 
reconstruction, Fig. 2a) and 2b) show the spatial distribution of the selected region measured with a commercial 
microscope and Fig. 2c) shows the profile of two region as a comparison of our result and the commercial microscope. 
Reconstruction of the sample is presented in Fig. 3. 
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Fig. 1 Setup of the 3D profilometer using an imaging fiber in uniaxial configuration. *„, *ö, *ä, represent the 

captured fringes at different depths. 
 
 

 

 
 

 

Fig. 2 a) Measurement symbol in a one-yen coin, b) 3D 
distribution of the symbol measured with a commercial 

microscope, and c) the graphs show the profile comparison of 
two regions: region 1 is the profile of the x axis and region 2 is 

the profile of the y axis. 

Fig. 3 Measured result of 3D surface distribution of a 
symbol in a one-yen coin after apply the frequency filter 

for remove the pixelated appearance. 

 

4. Conclusion 

We succeed to use the same imaging fiber as illumination and measurement medium. The depth range of the system 
is 1.1 mm and the lateral range of 2 mm by 2mm. The system offers the advantage of the transportability to the 
measurement to a confined space having potential application on medical or industrial endoscopes systems. 
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Abstract: The present work shows results of fracture measuring by projected fringes method. 
Square-shaped aluminum sheet sample was clamped along three corners while mechanically 
point loaded at fourth one. The mechanical stress leads to out-of-plane displacements. The 
mechanical fracture can be observed from displacements field measured. The non-fluorescent 
penetrating liquid test is applied to the same sample. 

 

1. Introduction 

The identification of the discontinuities represents an essential part for a complete analysis of quality in a metallic 
structure, in such a way that from these deformations it is possible to determine a correct valuation and continuity 
of operation of the same. Discontinuities can appear on the surface in the form of fractures or cracks. Non-
destructive tests have been used to detect and quantify the quality of a piece. Some non-destructive techniques 
[1] have been based on recent technological developments such as electronic speckle pattern interferometry 
(ESPI), projected fringes technique, shearography, digital holography, etc. Many others have done so in 
traditional methods such as fluorescent fluids, magnetic inspection, ultrasound and x-rays [2,3]. In this work we 
analyzed the technique of projected fringes to locate mechanical fractures in comparison with non-fluorescent 
penetrating liquids test. 

2. Experimental details 

We used the optical setup shown in Fig. 1a. A projector (DELL model 109WX, resolution WXGA 1280 × 800) 
was utilized for projecting gray-code fringes onto the surface of the specimen. Á	was equal to `ËÈ. The 
illumination distance was selected adequately large, such that the CCD camera (Pixelink model PL-B776, QXGA 
resolution 2048 × 1536, Pixel Pitch 3.2 × 3.2 ÍÎÏ) in Fig. 1b captured, at the beginning of the test, nearly 
straight equally spaced fringes of period Ì	 =	 Ó.	 ÔÔ	 ÎÎ. The out-of-plane deformation induced by the 
mechanical load application led to the departure of the viewed fringes from straight lines. The pulling direction 
was z and the stress of `.	Ò	Ú. As the test progressed, we retrieved the whole-field phase map obtained from 
state 1 and 2, Fig. 1c. 

If the in-plane displacement is adequately small, ∅	 encodes information only on the out-of-plane 
displacement W (the departure of the surface from the initially surface) induced on the illuminated surface by 
the application of load. According to [4], the phase modulation ∅	is related to the corresponding out-of-plane 
displacement W by 

º(', )) =
Ù(', ))5
20 tanê

																																																																												(1) 

where ê	is the angle between the observation direction and the illumination direction. 
Note that in general, ∅	stands for the phase modulation induced between any pair of load stages. When the 

phase stepping technique [5] is used to retrieve the phases at two load stages (Fig. 1c), the corresponding phase 
difference ∅	 can be computed and then used (by applying Eq. 1) to evaluate the out-of-plane relative 
displacement W between these two load stages (Fig. 2a). The fringe projection technique has been successfully 
applied to monitor changes in the shape that involved out-of-plane deformations greater than 0.001	"". 

Later the sample was analyzed by penetrating liquids test, Fig. 2b. The stages are: immersion of the metallic 
material inside a nonfluorescent liquid (naphtha solvent red colorant), elimination of excess liquid, impregnation 
of dust layer that magnify the visualization of the fracture, inspection and evaluation of the sample and finally 
its cleaning. Fig. 3 exhibits some profiles from the graphic shown in Fig. 2a. 



19th International Symposium on Optomechatronic Technology 
Cancún, México, Nov. 05-07, 2018 

 90 

3. Conclusions 
 
The present work shows results of fracture measuring by the technique of projected fringes to metallic plate. The 
sample was analyzed by the penetrating liquids test. One of disadvantage of this technique is that is a qualitative 
method in comparison with projected fringes technique. 
 
 
 

 

 
 
 
Fig. 1 a) Scheme of the fringe projection system, b) Projected fringes onto the sample, c) Unwrapped phase for the states 1 and 2. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2 a) Relative displacement W induced on the sample during the mechanical load applied. b) Visualization of the 
fracture by means of the test of penetrating liquids. 

 
 
 
 
 
 
 
 
 

Fig. 3. a) One-dimensional plot of some columns from the graphic shown in Fig. 2a; b) plot to one row. 
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Abstract: Refractive-index determination in thick parallel-plates made from homogeneous dielectric 
samples has been widely reported and a method of this type could serve for dispersion inspection. After 
trying several alternatives, a new simple method based on reflection of the first interface and transmission 
on the second interface under coherent illumination has proved to be useful for the task. Because the incident 
wave is a convergent one, both interfering waves form a non-compensated radial-shear interference pattern. 
For low numerical apertures and good parallelism in plate’s faces, nearly compensation for aberrations is 
achieved and thus Newton rings are formed. An equivalent radius of curvature can be calculated from the 
resulting interferogram. From it, the refractive index can be calculated. Experimental results are shown 
applying this technique in some well-known glasses and liquids as well as photorefractive materials.  
  

1. Introduction 

For refractive-index dispersion measurements a simple and accurate method for refractive-index determination using 
several wavelengths is desirable. Refractive-index determination in parallel-plates made from homogeneous isotropic 
dielectric samples has been early described by M. Mantravadi as a two-stage technique [1] among other techniques. 
First, a collimated coherent beam is focused by a well-corrected lens on the sample plate’s first interface. The 
reflection is returned to the focusing lens and pass through a beam splitter made of another plane plate acting as a 
lateral-shearing interferometer. The resulting pattern on an observing screen is expected to be made of parallel fringes 
having certain lowest frequency when perfectly focusing on that first interface because such condition allows the best 
collimation to achieve. Secondly, the plate is translated towards the focusing lens letting the convergent beam to enter 
the sample until the focusing perfectly reaches the second interface. This condition is similar to the first one and thus, 
parallel, low-frequency fringes on the viewing screen must also be formed. Within the paraxial approximation, the 
measurement of the difference of the two position is t/n’, where t is the plate thickness and n’ its refractive index.  

We offered an alternative set-up to be used in flat plates as well but featuring no plate translation at all. It is based 
on focusing a collimated coherent beam on the first interface of the sample and collecting it for observation at a given 
screen. But the transmitted beam reflects itself in the second sample’s interface before returning back to the first 
interface to leave the sample. Because this second beam superposes with the first one, an interference pattern appears 
on the observing screen. For a plate with perfect parallel plane faces, this situation acts as a non-compensated radial-
shear interferometer suffering of spherical aberration as the second beam travels twice through the first interface. For 
an imperfect parallelism, a lateral shift is also induced, making its contribution to a relative complex pattern. However, 
for sufficiently low numerical apertures in the converging beam and with a plate with good parallelism, Newton rings 
can be observed. This basic pattern can be simply interpreted as one due to two spherical waves of different radius of 
curvature. From the equivalent radius of curvature and the observing distance, the refractive index n’(l) can be fitted 
for several used wavelengths. Moreover, the same technique can be used for liquids within a reservoir having a flat 
bottom reflective face, so as to form a parallel plate in the required region of the sample. When good alignment and 
levering is achieved, Newton rings also appear. This arrangement is an alternative to the known technique of 
immersing a lens within the sample with its curved face in contact with a flat reflecting surface (or only to filling the 
gap with some drops from the sample) to form Newton rings [2].  In this paper, a description of the method is 
presented in detail and examples of some obtained dispersion curves both with solid samples (soda lime, BK7), with 
distilled water and immersion oil type A and optically anisotropic solids as well are provided (l/2 wave-plates made 
from birefringent quartz, Bi12GeO20, LiNbO3).  

2. Experimental setup 

Fig. 1a depicts the geometric interpretation of the spherical waves giving rise to the relevant Newton rings which are 
observed. Under these conditions, Snell´s Law in paraxial approximation can be applied, resulting in D=Dpar = 2 t/n’, 
with t the sample’s thickness and n’ its refractive index (box in Fig.1.a). Standard procedure to calculate an equivalent 
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radius from the pattern [3] enables the calculation of D by knowing one of both radius because D can be interpreted as 
the difference between them. The corresponding set-up is shown in Fig. 1.b. 

 

 
(a)                                      (b) 

Fig.1. (a) Basic geometric scheme to interpretation of Newton rings appearing as a radial-shear interference pattern. (b) 
Experimental set-up (labeled arrows from 1 to 3) and some examples of results (labeled arrows from 3 to 4). 

 

3. Experimental Results 
Fig. 2(a) show the exact position of C´´´ given by D(q)/t as a function of the incidence angle q (deg). n = 1 and n’ 

= 1.5, 1.6, 1.7. Up to 5 deg there is a negligible difference with Dpar. The sample’s refractive index can thus be 
determined by knowing t and D. Using several light sources of different wavelengths (476, 480, 496, 514.5, 632.8 nm) 
with appropriate coherence lengths, data for dispersion curves can be captured and Cauchy Coefficients can be 
calculated by appropriate fitting. Some results are presented in 2(b). 

 

 
 

(a) 

Sample A, B [µm2]coefficients 
Soda lime, t = 1.9 cm 1.512, 3.918x10-3 

BK7, t =1.9 cm 1.499, 5.853x10-3 

Distilled water (at 
2200 MASL, 20ºC), t 

=1.1 cm 

1.323, 3.234x10-3 

BGO (no applied 
electric field), t = 2 

mm 

2.294, 0.099 

(b) 
Fig.2. (a) Exact position of C´´´ given by D(q)/t as a function of the incidence angle q (deg). n = 1 and n’ = 1.5, 

1.6,1.7. (b) Cauchy Coefficients A and B resulting from the described procedure for several samples. 
 

4.  Final Remarks 

D must be of a value roughly between 2 mm and 4 cm for the patterns to be Newton rings and to be captured with no 
more than 10X amplification. Flatness in solid samples of l/5 or better could be required as well as a good parallelism. 
Both conditions can be achieved in many samples, as in float glasses and also in liquids by proper levering. 
Birefringent samples with proper cuts could also be inspected with this technique for their principal refractive indexes 
to be measured just by adding polarization adjustments. Angular departures greater than about 3 mrads would render 
an additional lateral shift, thus giving rise to interferograms requiring of a more elaborate adjustment (based on the 
wave-front aberrations polynomial, for example). Non aberrations compensation must be also another feature to be 
consider in this same case.  
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Abstract: On this research we propose a mechanism to produce a semi-static volumetric patterning 
of materials through standing waves of light. The composite proposed on this research consist of a 
hydrogel capable o maintaining nanoparticles in stable positions, but also, providing the flexibility 
to displace with a given optical pressure. We demonstrate multilayer active photonic crystals, 
hologram and lenses. 

 

1. Introduction 

Programable materials that change their physical properties in presence of light is a topic of interest in modern science. 
It is well stablished that highly intense light pulses are capable of ablating material. The process of ablation is non-
reversible due the chemical decomposition of the involved materials. Nonetheless, materials whose chemical 
composition remain stable and are reversible still remind elusive. Techniques for non-reversible optical writing, such 
as silver halides and photoresist, are widely used in industry. 

 
One of the most important observations of Maxwell was the association of light with the physical momentum. In the 
classical interpretation, light produces a momentum transfer to a material thanks to the electromagnetic Lorentz force. 
Maxwell described that a light beam hitting on a surface should produce a momentum transfer, either be the absorption 
or by the reflection of the beam. More recent observations conducted to the concept of optical tweezer[1], in which a 
particle scatters light producing a force, and therefore, a momentum transfer. The most typical application is the 
trapping of particles with dimension close to the wavelength of light. In this case, a focused beam shines on a particle 
whose refractive index is higher than that of the surrounding medium. The gradient of the focused beam creates a 
force, pushing the particle towards the center of the beam. This effect is considered as “optical trapping” or “optical 
tweezer” because it occurs in both directions of the beam: transversal and parallel, maintaining the particle at the 
highest intensity point of the beam, which is the focus. A more complex scenario occurs when the particle has metallic 
characteristics. In such case, the plasmonic resonance of the electromagnetic field can produce scattering in phase or 
out of phase, creating a respective positive or negative force[2].  

 

2. Methods 

In this research we propose the transfer motion in parallel of multiple particles, producing assembly through the 
interference of laser beams. The main difference with the traditional system of optical tweezers, is that the potential 
well for the particle trapping is produced with the standing waves of the interference of coherent light beams. The 
most basic application of this effect was demonstrated for the two-dimensional case[3]. This mechanism consisted in 
the assembly of multiple particle in parallel lines over a plane to form grooves over a surface. This mechanism was 
coined as ‘optical tractor’ because of the similarity with furrow patterns. A generalization of this phenomenon occurs 
in the three-dimensional space, where standing waves are formed in a volume rather than in a surface. Although this 
generalization can be applied straightforward, the physical demonstration requires a medium capable to maintain 
particles in stable positions in a volumetric space. This physical constrain is the most important challenge to produce 
configurable assemblies in the three-dimensional space. Once this challenge is overcome, it is possible to create 
arbitrary volumetric patterns with the interference of multiple beams[4].  

 
In this work we have utilized hydrogels whose rheological characteristics allow particle to be displaced, but also, to 
be maintained in stable positions. We developed a composite consisting of silver nanoparticles of an average size of 
50 nm suspended in a hydrogel of poly-HEMA. In this composite, the nanoparticle can be maintained in a stable 
position at room temperature and with no force applied to the material. Nevertheless, poly-HEMA is a soft material 
with shear-thinning characteristics. This implies that temperature and force reduce the stiffens of the material, 
softening the surroundings of the nanoparticles and allowing its displacement. Hence, a laser beam is capable of 
moving nanoparticles located in semi-static stages. Furthermore, this process is facilitated by the increment of 
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temperature and by the reduction in stiffens because of the shear-thinning of the medium. Both effects are produced 
by the laser: the temperature increases because of the light absorption and the force because of the momentum transfer. 
In our mechanism, the displacement from an initial static stage to an assembled static stage occurs within an 
intermediate transition stage, where the nanoparticle increases its temperature (and therefore the temperature of the 
surrounding medium), but simultaneously, the nanoparticle is displaced with the applied optical pressure. In addition 
to the optical pressure, thermophoretic and acoustophoretic effects take place. Both effects have a negative force with 
respect to the intensity gradient[5]. According to our estimations, the contributions of these secondary physical 
mechanisms are minimal and can be neglected for our calculations. 

 

3. Results and conclusions 

To demonstrate the process of assembly, we exposed the material to a counterpropagating standing wave with a given 
tilting angle. The utilized laser was a pulsed Nd:YAG doubled to 532 nm. The beam consisted of a high intensity pulse 
of 10 mJ/cm2 in 10 ns exposed in an area of about one square centimetre. This multilayer structure could create a 
diffraction spot when a white light beam was hitting the material. The diffraction spot had wavelength peak 
corresponding the band gap of the multilayer structure. Furthermore, it was observed that the diffraction efficiency 
increased with the number of exposures of the standing wave. Similarly, a further assembly could be stablished with 
new conditions (e.g. a new tilting angle). For instance, two consecutive standing waves with different tilting angle 
were capable of superposing two different diffraction spots. Interestingly, the second standing wave could make 
disappear the first diffraction spot. These erasing processes was investigated, and it was observed up to twelve writing-
erasing cycles with minimal degradation. 

 
Finally, different rewritable optical devices such as photonic crystal, lenses and holograms where fabricated. 
Rewritable photonic crystals were fabricated with the superposition of multiple counterpropagating standing waves 
of different tilting angles. Rewritable three-dimensional holograms were demonstrated with the interference of a 
reference planar beam with the reflection of a coin. Finally, a rewritable lens was fabricated with a methodology 
similar to the holographic recording. In this case, the reference beam was interfered with the reflection of a concave 
mirror. When the lens was recorded, it was possible to observe the reconstruction with a laser beam. The laser beam 
focused at a given distance from the material, that was the same distance of the focal point of the concave mirror. 

 
It is envisioned that these new types of programable materials will open new possibilities in the fabrication of 
rewritable optical devices. These devices will have applications as active photonic crystals, metamaterials. holographic 
displays, optical elements, storage devices, among others. 
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Abstract: Multi-axis sensors for force and moment are increasingly applied e.g. in automotive 
industry. Currently calibration is performed sequentially for the single axes. Crosstalk between 
the single axes cannot be detected. In this paper we present a technique for a multi-axis 
characterization of such devices. An electrodynamic shaker is used to introduce sinusoidal 
vibration with variable frequency. The sensor under test is loaded with a test mass that can be 
laterally adjusted to cause dynamic momentum. The absolute and relative movement of the shaker 
table and the load mass are measured optically, using a scanning laser vibrometer and a special 
photogrammetric setup. The dynamic sensitivity tensor of the sensor can be derived from these 
data. 

1. Introduction 

The international standard ISO 376 [1] and the national German standard DIN 51309 [2] describe the static 
calibration of uniaxial force sensors and moment sensors, respectively. There is no standard for multi-axial sensors 
and for dynamic loading conditions. It is, however, well known that the sensitivity is a function of the frequency of 
the force or moment [3, 4] and that crosstalk might occur, especially between force and moment channels. 
Investigations of the properties of multi-axis transducers have been performed using uniaxial excitation, but only 
with dynamic forces adjusted parallel to the axes of the sensor. Dynamic momentum was generated by attaching 
excentric load masses to the accelerated sensor [5]. In these experiments an acceleration sensor and a laser 
interferometer were used to measure the acceleration of the load mass. We have enhanced the setup by installing a 
photogrammetric camera system and are now able to measure all six degrees of freedom of the movement of the 
load mass. 

2. Principle of measurement 

According to Newton´s law a force F acting on a mass m causes it to move with an acceleration a = F/m. If we 
place a calibrated load mass on top of the sensor under test and put this arrangement on the platform of an 
electrodynamic shaker, then we can introduce dynamic forces that are directly proportional to the accelerations. 

a)  b)   c) 
Fig. 1: Basic principle of generating well defined dynamic forces and momenta. 

a) Conventional arrangement, force direction parallel to sensor axes 
b) Deliberately chosen force direction / c) Combination of force and momentum 

 
Fig. 1 shows a simplified view of the measurement principle. If we measure the acceleration of the mass and we 
know the geometrical arrangement of sensor and mass we can calculate the acting force and momentum and we 
can compare these values to the output signals of the sensor. One difficult task was the design, manufacturing and 
evaluation of precision mechanical fixtures that allow an adjustable arrangement as shown in fig. 1 while being as 
stiff as possible to minimize measurement errors [6]. While in conventional experiments the sensor usually is being 
modelled as a system of two masses, a spring and a damper, we introduced a model with three orthogonal pairs of 
springs and dampers. 



19th International Symposium on Optomechatronic Technology 
Cancún, México, Nov. 05-07, 2018 

 99 

3. Experiments 

We used a photogrammetric setup to measure the time-resolved movement of the load mass. The surface of the 
load mass was covered with a stochastic dot pattern and a pair of stereophotogrammetric cameras was used to track 
its movement (Fig. 2). 

a) b) 
 

Fig. 2: a) A pair of stereophotogrammetric cameras observing the load mass 
b) Block diagram of the measurement setup 

 
An identical pair of stereophotogrammetric cameras that was synchronized to the first one was tracking the platform 
of the shaker. The cameras were set to a maximum speed of 166 fps, but even this was not sufficient, because we 
investigated the frequency response up to 1000Hz. Therefore we applied a sub-Nyquist sampling technique, using 
the signal of the laser vibrometer as a reference. The frequency components of the vibration are calculated by an FFT 
analysis of the vibrometer signal. A sinusoidal fit to a set of harmonics of these frequencies is then applied to the 
photogrammetric data. 
 
4. First results: A commercially available transducer with 6 DOF was measured in the frequency range up to 1000 
Hz. For the sensitivity in z-direction a drop of about 5% compared to static calibration was observed at 1000Hz. The 
phase shift at that frequency was -0.25 rad. A rocking movement at a frequency of 376 Hz was observed from the 
3D-evaluation of the photogrammetric sensor system. 
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Abstract: The use of high precision reference sphere, which serves as the reflection unit and is fixed 
on the base of Laser Tracer, can avoid the influence on measurement accuracy caused by the 
movements of rotatory axes and ensure large tracing angle, however, the geometrical errors of 2D 
gimbal mount axes can seriously affect the measurement accuracy of Laser Tracer. The nonlinear 
coupling relationship between the geometrical errors and the measurement accuracy of Laser Tracer 
is analyzed, which shows that the measurement error of Laser Tracer is certain and unique after the 
determination of the value and direction of all geometrical errors, no matter how large the 
measurement range is. Finally, a simple compensation model for geometrical error of Laser Tracer 
is given. 
Key words: Laser Tracer; gimbal mount axes; geometrical error; compensation model. 

 
1. Introduction 

Traditional commercial laser tracker and Laser Tracer were developed on the basis of theodolite and total station. 
Deumlich analyzed the geometrical errors’ sources which could affect the measurement accuracy of theodolite, and 
gave the relationship between the single geometrical error of rotatory axes and the measurement error of theodolite 
[1]. K. Lau et al. were the first to give a model of the squareness error for the laser tracker, a model of dead path error 
for laser interferometry and a model of alignment error for laser beam [2]. B. Muralikrishnan et al. intensively studied 
the influence of the angular measurement error for the laser tracker on the laser ranging measurement accuracy, and 
provided a geometrical model for calibrating the measurement error of the laser tracker [3, 4]. Hitherto, there was not 
any research on the geometrical error model for Laser Tracer. 

2. Geometrical error model of rotatory axes in Laser Tracer 

The schematic diagram of the Laser Tracer is shown in Fig. 1. The geometrical error model of rotatory axes is set as 
Fig. 2. On the premise of no geometrical errors, the laser ranging measurement value should be constant when the 
target is moving around the reference sphere with the radius of L. Therefore, the variation of laser ranging 
measurement value represents the measurement error of Laser Tracer in practice. 

            
Fig. 1. Schematic diagram of Laser Tracer      Fig. 2. Geometrical error model of rotatory axes 

The initial intersection h0 and direction vector nH0 are given as (1) and (2), and point b0, b1 and direction vector 
nB0 are given as (3) - (4). 

                                    (1) 

                             (2) 

                                     (3) 
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                                  (4) 

Point b0(θ, φ), b1(θ, φ) and direction vector nB(θ, φ) has changed after rotation (vertical axis – θ and horizontal 
axis -φ), and are given as (5) - (7). 

             (5) 

             (6) 

                   (7) 
The distance of ls1b1(θ, φ) between s1 and b1 is given as (8). 

                     (8) 
The dead path of laser interferometry system is set as ls1b1(0, 0). Therefore, Δl, the measurement error of the Laser 

Tracer, is given as (9). Moreover, the measurement range has nothing to do with the measurement accuracy of the 
Laser Tracer, shown as (10). 

                               (9) 

                                  (10) 

3. Compensation model for geometrical error 
In order to realize the movement of target with constant radius, a rotary table and a CMM are used. The 2-D linear 
guide is used to adjust Laser Tracer to be the same center with the rotary table, shown as Fig. 3. The calculation 
method of laser ranging measurement error is shown in Fig. 4. 

                  
Fig. 3. Measurement scheme   Fig. 4. Calculation method for laser ranging measurement error 

By solving the least square equation (11), the eccentric coordinate of Laser Tracer (C) could be gotten, as well as 
the initial measurement displacement (c) of Laser Tracer. 

                        (11) 
After adding the value of m, n, c and rθi to equation (12), lθi can be calculated when the rotary table is at any angle. 

Setting l�θi=0� as the initial value, Δ(θi)=lθi - l�θi=0� represents the laser ranging measurement error which is also the 
compensation value for Laser Tracer when the horizontal axis is at a certain angle. Therefore, by moving the target 
along the axis Z, the error map of Laser Tracer in the whole measurement space could be drawn. 

                         (12) 
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Abstract: An in-plane radial sensitivity interferometer that uses the divergent illumination for the 
calculation of deformations in the radial direction is presented. The description and a mathematical 
model for calculating the sensitivity vector is also presented. The interferometer has two polarizing 
filters, a circular one and a linear one to implement the phase stepping technique. A measurement 
of the radial deformation by thermal expansion is performed over an aluminum plate in order to test 
the interferometer. The results indicate that the maximum contribution of the out-of-plane with 
respect to the radial in-plane sensitivity vector is less than 3% and decreases by less of 1% when 
measurements are performed near the optical axis. 

 
1. Introduction  

 
ESPI is an instrumental technique for full-field displacement and surface topography measuring when it is not 

possible the contact with the object. This technique has high accuracy on recording measurements, and its resolution 
can be adjusted in a wide range going from nanometers to micrometers [1]. ESPI is widely used as a non-destructive 
test in mechanical elements [2], dynamic deformation analysis [3] and surface topometric measurement [4]. 
Unfortunately, optical configurations in ESPI are limited to record displacement only in one direction, making 
necessary to employ an optical system for each direction of the displacement, preferably orthogonal and simultaneous 
ones, i.e. to measure the mechanical stresses around a crack it is necessary to determine the deformation in the radial 
direction in the edge of the crack tip. Since determining the direction in which a displacement occurs is essential to 
study deformations, several methods have been proposed to overcome this limitation; Hua Fan et al. [5], A.J. Moore 
et. al. [6] show distinct approaches to simultaneous and orthogonal deformation measurements based in ESPI and 
using different elements like polarizers, alternating measurements between optical systems, and simultaneous 
illumination with different wavelengths and interferometers.  

On the other hand, Matías R. Viotti et al. and A. Albertazzi et al. introduced a device based on two conic mirrors 
and collimated illumination to measure residual stresses by interferometry with radial in-plane sensitivity [7,8]. The 
conic mirrors are interconnected with piezoelectric actuators, needed to implement the phase shift technique to find 
the deformation-associated optical phase. To diminish the measurement mistakes due to wavefront of illumination, it 
is necessary to keep constant the radial direction of the sensitivity vector using collimated illumination over the full 
conic mirror surface. This becomes increasingly expensive if the outer diameter of the conic mirror is big because it 
requires a collimating lens with the same diameter. In this work, we introduce a radial interferometer with divergent 
illumination that uses a linear polarizer and a ¼ wave retarder to perform the phase shift technique by polarization [9]. 
To verify the functionality of the radial interferometer with divergent illumination, we performed deformation 
measurements in a thin aluminum plate when it was punctually heated from the rear.  

 
2. Optical arrangement 
 

Figure 1 shows a diagram of the optical arrangement used for ESPI interferometry with radial in-plane sensitivity. 
A laser illumination beam strikes an optical fiber at one end emerging from the other end in such a way that it can be 
considered as a punctual source (spherical wavefront) which generates divergent illumination.  

To implement our polarization phase shifting system, the illumination beam passes through a quarter-wave 
retarding plate. A ring-shaped film with linear polarization was used to polarize only the illumination beam reflected 
in the upper half of the conic mirror, while the illumination beam remains with the illumination passed through the ¼ 
wave retarder film.  
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Fig. 1. Optical arrangement for ESPI interferometry with radial in-plane sensitivity and divergent illumination proposed and 

Total sensitivity in plane y=0. 

3. simulation and Results 
 

 
Fig. 3. Interferograms obtained in distinct relative angles of a the linear polarizer, (a) 0 rad, (b)  rad, (c)

 rad, (d)  rad, (e) , (f) wrapped phase in module  terms, (g) optical phase in grey scale. 

4. Conclusions 

We showed a new configuration for the polarized interferometer with radial in-plane sensitivity using divergent 
illumination. We performed measurements of deformations due to the dilatation of an aluminum plate that was heated 
by the rear by contact with a small circular plate connected to an electric resistance. The implemented system allows 
measuring deformations mainly in the radial direction. The contribution of the sensitivity vector out-of-plane is less 
than 1% near to the center of the measurement and this increases in function of the radius of less than 3%. We can 
conclude than the contribution of the sensitivity vector out-of-plane increases proportionally to the radius. 
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Abstract: An optical frequency comb (OFC) is regard as a multi-wavelength CW light source. We 
propose the improved laser inverse scattering method based on scattered light spectroscopy using 
an OFC that enables to evaluate a surface topography with wideband spatial frequency. In this paper, 
the broadband OFC is constructed by using a highly nonlinear fiber (HNLF). As a result, the 
spectrum with the width of several 100 nm could be obtained. 

 
1. Introduction 

A high precision freeform surface with the surface topography consisting of waviness of hundreds nanometer as well 
as surface roughness of less than 10 nm is demanded for a large optical component such as automotive parts with the 
size larger than 200 mm2. To meet this demand, the development of the novel measurement technique which enables 
to evaluate a surface topography ranging from several micrometers to millimeter order in spatial frequency is required.  

The previous research has suggested that the conventional laser inverse scattering method[1] has a disadvantage in 
wavelength dependence of the measurement range and resolution to measure a surface topography with wideband 
spatial frequency. To overcome this problem, we propose the improved laser inverse scattering method based on the 
scattered light spectroscopy. The optical property of an OFC, that is, a precise discrete frequency (wavelength) 
distribution in broader-band makes it possible to apply to surface topography measurement with wider-band spatial 
frequency as well as higher resolution. However, the frequency band of conventional OFC is not broad enough to 
achieve surface topography measurement with wideband spatial frequency. In this paper, the construction of 
broadband OFC is attempted to establish the improved laser inverse scattering method. 

2. Principle of broadband OFC 

Fig.1(a) shows the schematic diagram of a fiber laser, that is, an OFC generation device. In this fiber laser, mode-
locking makes the phases of the lights with plural wavelengths uniform and oscillates as ultrashort pulse light. The 
Erbium-doped fiber (EDF: central wavelength 1550 nm) as a laser medium is excited with the semiconductor laser 
(wavelength of 980 nm). The isolator limits the propagation of the oscillated laser light only in one direction. The 
coupler takes out 30% of the laser light as an output, and returns 70% to the annular resonator. Mode-locking is 
performed by using nonlinear polarization rotation. 

In order to broaden the band of the OFC, a method of generating supercontinuum (SC) light with nonlinear effect 
(four-wave mixing / stimulated Raman scattering) is applied by making the OFC incident to a highly nonlinear fiber 
(HNLF). It is known that the spectral width of the SC light depends on the strength of the nonlinear effect, namely it 
becomes stronger as the power of the incident light increases[2]. From this, it is necessary to enhance the power of the 
OFC in order to obtain SC light with a wider band. Here, as a method for increasing the power of the OFC, optical 
amplification using a EDFA (Erbium Doped Fiber Amplifier) is introduced[3].  

Fig.1(b) shows the schematic of the broadband experimental system. The OFC incidents HNLF after amplified by 
the backward EDFA. Both four-wave mixing and the stimulated Raman scattering that make broadening of width of 
spectrum have polarization dependency. Therefore, the quarter-wave plate and the half-wave plate are inserted 
between the EDF and the isolator. While observing the SC light with the optical spectrum analyzer (OSA), the 
polarization state is adjusted using the quarter-wave plate and the half wave plate so that the spectral width of the SC 
light becomes the widest.  
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Fig.1 Schematic of (a) the OFC, (b) the broadband experimental system.  

 

3. Verification of constructed broadband OFC 

As shown in Fig.2(a), the spectrum of the OFC extends about 50 nm centering on 1560 nm. The band of the OFC 
was attempted to broaden using the broadband experimental system with a HNLF. As a result, we could obtain the 
SC light shown in Fig.2(b), where the measurement result shows up to just 1700 nm because of the measurement 
limit of the OSA. It is confirmed that the short wavelength side of the SC light is spreaded to about 1040 nm. The 
constructed broadband OFC light source is found to be useful for establishing the improved laser inverse scattering 
method based on the scattered light spectroscopy.  
 

 
Fig.2 The spectrum of (a) the OFC, (b) SC light. 

 

4. Conclusion 
In this paper, we have constructed the broadband OFC to establish the improved laser inverse scattering method. We 
achieved to broaden the band of the OFC with the spectrum width of 50 nm by the constructed broadband 
experimental system consisting of the backward EDFA and the HNLF. As a result, the broadband OFC with the 
spectrum width of several 100 nm could be obtained.  
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Fringe Pattern (FP) denoising–normalization consists on removing background illumination variations, normalizing 
contrast and filtering noise of a FP	modelled	by	  

n(5) = „(5) + ö(5) cos(Ù(5)) + à(5)       (1) 

---where p is the pixel position, a is the background illumination, b is the fringe contrast, Ù is the phase map and à 
is additive noise. Then, the filtered—normalized FP can be represented by the simplified model: 

n(5) = 1 + cos(Ù(5))         (2) 

We propose to implement such a transformation with a Deep Neural Network (DNN). Image analysis techniques 
based on DNNs have demonstrated their capability to represent diverse transformation that maps an input image, x, 
into an output image, 'ı. Autoencoders are one kind of NNs that can map a tensor into another tensor. A tensor is a 
multidimensional array; thus, a scalar is a tensor of order zero and a vector a tensor of order one. Thus, we represent 
the FP (monochromatic images) with tensors of order two.	 	

We build upon our DNN architecture on the UNet; which, in turns, generalize the basic autoencoder. An autoencoder 
has two main components: the encoder and the decoder. The encoder φ1 that takes the data x in its original “spatial” 
dimension and produces a compressed vector y. Mathematically, the encoding can be expressed by  

)ı = ˆD(') 	= 	˜(ºD' + öD)             (3) 

where W1 is a weights matrix and b1 is a bias. Then, the decoder φ2 takes the coded data y and computes a 
reconstruction 'ı of the original data x. This is expressed by 

'ı = ˆ3()) 	= 	˜(º3) + ö3)           (4) 

where W2 is a weights matrix and b2 is a bias. In this simplest case, given the training dataset X = {x1, x2, . . . , xm}, 
the autoencoder (coder and decoder) is trained by solving an optimization problem of the form:  

„ÿW"qm¯D,¯3,2D,23 	∑ ∥ 'a − (ˆD ∘ ˆ3)'a ∥˚	a 		           (5) 

where ∥ · ∥M represents a metric or divergence measure. The UNet is a Deep model, then the number of layers (coders 
and decoders) in the UNet model is substantially larger than the number of layers in the autoencoder. However, 
opposed in standard UNet, we reduce the number of filters and image features from as the layers are deeper on the 
encoder. Thus, the deeper layer produces the tensor with smallest dimension (spatial size and number of channels). 
Because of these characteristics that distinguish our architecture and provides it of an advantage for the regression 
task, we named VNet to our model (it uses tensors with few channels on deep layers, “sharp–tensors”).	  

In order to train the VNet, we generate 46 pairs o random FPs (1024 × 1024 pixels): the corrupted FPs are generated 
according model Eq. (1) and the normalized FPs (ground–truth) according with model Eq. (2). Then, 25, 000 patches 
of 32 × 32 pixels are randomly sampled from 30 generated FPs used as training set; 2500 patches are used for 
validation. The normalized FPs (1024 × 1024 pixels) are computed using the trained convolutional VNet with a 
horizontal and vertical stride of 4 pixels and overlapped reconstructions are averaged. Fig. 1 resumes the experimental 
comparison of the UNet and VNet models in the FP restoration task. Fig. 2 shows an example of the computed results. 
Our experiments demonstrate that VNet improves the reconstruction when it is compared with respect to UNet.  



19th International Symposium on Optomechatronic Technology 
Cancún, México, Nov. 05-07, 2018 

 107 

     
(a) (b) 

Fig. 1 (a) Mean square error and (b) mean absolute error for reconstructed dataset: 46 FP corrupted with Gaussian noise with 
mean zero and standard deviation equals sigma. Since the reconstruction error are generally smaller than one, the MSE 

overestimate the performance of the UNet. MAE demonstrate the superior performance of the proposed VNet. 
 
 

 
Fig. 2. First column: Ground truth. Second column: corrupted fringe FP. Third column: reconstructions using the proposed VNet. 
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Abstract: A method for the partition of an interferogram used in the window fringes demodulation 
(WFPD) technique is presented. This algorithm can autonomously divide an interferogram based on 
the maximum number of fringes desired in each window. Basically, this consists in obtaining the 
minimum number of sub images consistent with the number of fringes allowed. To do this, a tree-
type data structure was implemented, where each leaf of the tree represents a partition of the 
interferogram. Each sub-image will serve as an input to the Simulated Annealing algorithm, which 
estimates the phase map from a parametric function and its parameters are obtained by means of an 
optimization process. This technique achieves task independence, speeds up the demodulation 
process by simplifying the adjustment process and opens the possibility of analyzing interferograms 
of greater complexity.  

 
1. Introduction 

In Optical Metrology, a fringe pattern can be considered as a fluctuation of a sinusoidal signal in bidimensional space, 
which is related to the physical quantity being measured. The mathematical model that characterizes a pattern of 
fringes is given by the only measurable quantity, the intensity n('; 	)), which can be represented through its cosine 
profile as: 

n(', )) = „(', )) + ö(', )) cosXÙ(', )) + m(', ))Z																(1) 
where „(', )) represents the background lighting, ö(', )) the contrast or modulation of the signal, related to the 
reflectance of the object, Ù(', )) symbolizes the phase term, which is related to the physical amount to be quantified, 
and m(', )) represents the high-frequency noise. 
  Among the methods employed to calculate the phase term, the most popular is the phase shifting method (PSM) [1] 
and the Fourier method (FM) [2][3], which have been widely applied in interferogram demodulation. The main 
disadvantage of these techniques is that the obtained phase is wrapped, and thus requires a phase unwrapped algorithm. 
  The phase modulation problem has been treated with metaheuristics [4,5,6], which constitutes a new approach that 
couples Computer Science with Optical Metrology. Among the main artificial intelligence based methods for 
interferogram demodulation there is a new technique known as the Window fringe pattern demodulating (WFPD) [7]. 
  This paper presents a method to divide a pattern of closed and under-sampled fringes into image windows or sub-
images. The modulating phase in each sub-image is fitted by a parametric analytic function using the Simulated 
Annealing algorithm (SA) [8]. 

2. Algorithm for interferogram partition in independent windows (IPA). 

In the proposed method, a fringe pattern is partitioned into a small window containing a defined number of fringes. 
This process consists of obtaining the minimum number of sub-images consistent with the number of allowed fringes. 
For this purpose, a tree-type data structure was implemented, where each leaf of the tree represents a partition of the 
interferogram. 
  The IPA is a recursive method that implements a post-order traversal and verifies that each sheet complies with the 
number of fringes restriction. The algorithm is based on the following steps: 

1. A query is performed to verify if the node has a child and if so, the recursive method with all the children is 
called again. 

2. Otherwise the node is a leaf and it is verified if it complies with the number of fringes restriction, if it 
completes the process for that window, otherwise the interferogram is partitioned into 4 sub-images. 

3. The process is repeated until all sheets have a maximum number of required fringes. 

3. Results 

The algorithm is tested using a computer generated interferogram where the mathematical form of the original phase 
is given by: 
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J(', )) = 	0.054977871437821)3 + 	0.054977871437821'3 − 2.199114857512860)
− 2.199114857512860' + 	0.219911485751286	; 											', ) ∈ [0,40]																			(2) 

The result of applying the algorithm using a maximum number of fringes equal to 3 is shown in Figure 1. 
 

 
Figure 1: Result of algorithm window partitioning. 

 
For each window, an instance of an RS algorithm was executed to demodulate each image segment. The results of 

the demodulation process are shown in the following figure. 
 

  
(a) (b) 

Figure 2: a) Interferogram recovered by the algorithm (resolution 40x40 pixel). b) Recovered phase map. 
 

4. Conclusions 
Several tests were performed with different configurations of the parameters used during the optimization process and 
the best execution yielded an error between the original and the recovered phase maps of 0.3260%. 
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Abstract: In this work the sensitivity vector is analyzed for collimated and divergent illumination 
for an out-of-plane arrangement. The geometry of the optical setup that we used allowed us to find 
sensitivity mostly along the pulling direction; the other two components of the sensitivity vector 
were relatively small. We measured the displacement induced only along the pulling direction. 
Experimental and theoretical results are presented for the out-of-plane electronic speckle pattern 
interferometer. The analyzed object was an aluminum plate. 

 
1. Introduction 

Out-of-plane arrangements based on electronic speckle pattern interferometry (ESPI) allow investigating the 
mechanical behavior of an object subjected to stress. The technique comprises obtaining a phase map which is 
correlated with the sensitivity vector in pursuit of knowing the displacement map. According the setup, the sensitivity 
vector depends on both its geometry and of the type object illumination [1-3]. In this work it is presented an analysis 
of sensitivity vector when divergent or collimated light is used to illuminate the surface target.  

2. Theory 

Electronic speckle pattern interferometry (ESPI) is well established method for measuring 3D deformations and thus 
3D strains. First, a laser is split into two illuminating beams (an object beam and a reference beam). The object beam 
is then directed to the surface of the sample and its reflecting beam is combined with the reference beam. The phase 
difference between the reflecting beam and the reference beam is indirectly recorded through intensity of an 
interference pattern named as a speckle interferogram. Alteration in the phase difference, ΔÙ, before and after a 
mechanical loading is determined by the scalar product of the displacement vector, =⃗, and the sensitivity vector 4⃗: 

 
∆∅ = =⃗(“) ∙ 4⃗(“),      (1) 

where 4⃗ is given by: 
4⃗(“) =

3~

Ä
	!ö"(“) − #̂(“)$,    (2) 

and 	ö" and #̂ are observation and illumination unit vectors respectively. 
 

Because usually the influence of the transversal sensitivity vector components (4u and 4÷) on Eq. (1) is small, the 
displacement is evaluated by expression 

 

ΔÙ =
3~

Ä
4y‘.       (3) 

 
Commonly, interferometric optical arrangements use collimated wavefronts for object surface illumination. In 

other cases, divergent illumination is used. For simplicity in both cases, it is considered that the interest component of 
the sensitivity vector is constant. In our case, it means that the 4y component is considered as constant. This approach 
introduces an error in the calculation of the displacement field. 

In the case of out-of-plane interferometers, both kind of illumination produce a sensitivity vector varying with the 
position. Then, errors in the measurements are introduced when considering collimated illumination [1], especially, 
in order to characterize extended target objects. 

During the design stage of an interferometer should be useful to know the components of sensitivity vector in order 
to minimize the un–required sensitivity vector components. To build up only an out-of-plane sensitive interferometer, 
the condition Ω ≈ 0 is imposed experimentally. 

Fig. 1 shows the error maps associated to out-of-plane displacement field ‘(', ))  due to use of divergent 
illumination and collimated, and the assumption that sensitivity vector component 4y  in Eq. (3) is constant, 
respectively. 
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a) 

 
b) 

Fig. 1. Error map due to the assumption of that sensitivity vector component 4y is constant when is used: a) divergent 
illumination (%R&u :5.24%); b) collimated light (%R&u :3.46%). 

 

3. Experimental results 
 
The optical system is shown in Fig. 2a. He-Ne laser (LB) with Œ = 632.5	m" is used. The divergent source (SF) is 
placed at 28.63	ä" radial distance from object (O), and at 20º respect to optical axis. The distance between the object 
(O, aluminum plate: 4	× 	3.6	× 	1	ä"§	) and observer (CCD) is 45	ä". Fig. 2b and 2c show the w displacement 
fields associated to divergent and collimated illumination, respectively. 
 Since the errors in the 4y components of sensitivity vector associated to divergent light (%"„': 5.24%) and collimated 
light (%"„': 3.46%) are known, it is possible to compute the error for the respective w-displacements by using Eq. (3). 
 

 
a) 

 
b) 

 
c) 

Fig. 2. a) Experimental setup used. Out-of-plane displacement calculated when the experiment was accomplished with b) 
divergent illumination (‘R&u = 1.799	m" and c) collimated illuminated is considered (‘R&u = 1.774	m"). 

 
4. Conclusions 
 
We have analyzed the use of object divergent and collimated illumination in out-of-plane speckle interferometry. The 
displacement field ‘(', )) and associated error to its measurement were evaluated when divergent illuminated was 
used in the experiment and it is supposed that the sensitivity vector component 4y is constant. The analysis of the 
sensitivity vector variation due to spherical illumination is important in the stage of planning an interferometric 
measurement experiment to�minimize the required displacement component error. 
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Abstract: For accurate measurement, phase-shifting technique is usually adopted to the shadow 
moiré measurement system. Accurately introducing the amount of phase shift is required in order 
to extract the phase properly. However, the specimen or system may be moved during the time 
of image capture, and not suitable for in-line measurement. In order to overcome this drawback 
and make an in-line measurement, a shadow moiré system consisted of two light sources of 
different color (red and green), and a color CCD camera is proposed. The phase shift is introduced 
by using two light sources illuminate the grating from different position simultaneously. The 
two moiré fringe patterns are captured by the color CCD camera, and are processed by a fringe 
analysis scheme using spiral phase transform (SPT) and optical flow techniques. The proposed 
fringe analysis scheme was applied to simulated surface profiles and real specimen. The test 
results are reported, and the validity of the scheme is investigated. 

 
1. Introduction 

Shadow moiré method is an effective optical technique for surface profile measurement of diffusely reflecting 
objects. Due to cheap and easy to implement in industry environment, the method has been widely used in the 
semiconductor industry for distortion/warpage evaluation under thermal and/or mechanical loading. For accurate 
measurement, phase-shifting technique is usually adopted to improve the sensitivity of shadow moiré 
measurement system. However, accurately introducing the amount of phase shift is required in order to extract the 
phase properly. Moreover, the specimen or system may be moved during the time of image capture, and not 
suitable for in-line measurement. In order to overcome this drawback and make an in-line measurement, a two-
step shadow moiré system consisted of two light source of different color (red and green), and a color CCD 
camera was proposed to analyze the fringe patterns using spiral phase transform (SPT) and optical flow 
techniques. 

In our set-up, the phase shift is introduced by using two light sources illuminate the grating from different position 
simultaneously. The two moiré fringe patterns are captured by the color CCD camera simultaneously, and separated 
into three monochromatic (red, green and blue) fringe patterns for fringe phase analysis. The proposed fringe 
analysis procedure first adjusts the intensity range of the two images to be equal, then removes the DC term of 
the images. Thereafter spiral phase transform (SPT) and optical flow techniques are employed to determine the 
wrapped phase of one image. Finally, the surface profile can be calculated from the unwrapped phase. The 
proposed fringe analysis scheme was examined through simulated surface profiles and real specimen. Figure 1 
shows the schematic of proposed experimental setup. The simulated two original Cos and transformed Sin fringe 
patterns is shown in Fig. 2. A comparison of the grey level distribution along a 45 degree line of transformed and 
theoretical Sin fringe patterns is given in Fig. 3. It can be seen that the two patterns agree well with each other. 
The mean error of the points on the line is about 3µm. 
 

Fig.1 Schematic of experimental set-up of two-step shadow moiré 
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            (a)  (b)  (c)    (d) 
 

Fig. 2 Simulated (a)-(b) two original Cos fringe patterns, (c) transformed Sin fringe pattern, and (d) unwrpaaed phase. 
 
 

 
Fig. 3 Comparison of the grey level distribution along a 45 degree line of transformed and theoretical Sin fringe patterns 
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Abstract: Here we present a compact optical design to implement in digital holographic 
microscopy. The proposal shows that it can be perform in off-axis, in-line and slightly off-axis 
digital holographic microscopy configurations. This optical setup not only is insensitive to 
vibrations but also is compact due to minimum elements used in it. We present simulation and 
experimental results. This proposal permits us to use a LED as illuminating source to avoid parasitic 
interference and it can be use in biological applications.  

 
1. Summary 

Digital holographic microscopy (DHM) is a novel tool in the study of samples that mainly yield quantitative 
information of the transmitted-or-reflected wavefront through three-dimensional (3D) objects. Many studies with 
DHM have been reported in biological applications [1]. DHM can be performed in three different scheme, these are 
on-line, off-axis and slightly off-axis. In the first one schema we normally use the phase-sifting technique (PS) to get 
the wavefront object [2], while the second and the third scheme we use Fourier filtering method (FF) [1,3]. Here we 
present a compact optical design to implement in digital holographic microscopy that it can be perform in off-axis, in-
line and slightly off-axis digital holographic microscopy configurations. This optical setup not only is insensitive to 
vibrations but also is compact due to minimum elements used in it. We present simulation and experimental results. 
Figure 1 shows a photograph of the digital holographic microscope implemented in lab. An expanded laser beam is 
coming from a laser of 632.8 nm of wavelength. 

 
Figure 1. Digital holographic microscope 

 

The beam is divided in two identical beams by the beam splitter 1 (BS1), one is the wavefront named object (O) 
because it goes trough the object and the other one is named the reference wavefront (R). A glass plate (GP) attached 
on a gyratory stage is used to implement the PS technique. A second beam splitter (BS2) interferes R with O and the 
hologram is magnified by the 10X microscope objective (MO) and registered by the Pixelink CCD camera of 4.4 x 
4.4 microns of pixel size. Only two shots are required to implement the four-frame PS algorithm with the proposal. 
Figure 2 shows the four p/2 shifted holograms. To perform the slightly off-axis method a pair of these holograms are 
required. Only one hologram is required to perform off-axis method.  
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Figure 2. Four p/2 shifted holograms  

 

2. Experimental results 

We carried out a numerical simulation to validate the experimental results when a low coherence source is used in the 
proposal. The principal limitation is the low fringe density when a low coherence is used. In simulation we use low 
fringe density to perform the three schemes mentioned above. Figure 3 presents the simulation result. Figure 3 a) 
presents the amplitude and phase distributions when the PS technique is applied. Figure 3 b) presents the amplitude 
and phase distributions when we applied the slightly off-axis scheme and Figure 3 c) presents the reconstructed 
amplitude and phase distributions when the configurations correspond to the off-axis scheme. Figure 4 shows the 
experimental results for a 100 nm stepwise specimen made of TiO2 thin film, with a refraction index of 1.82 for a wavelength 
of 632.8 nm, was used as a phase calibrating gauge. The sample was made at home using a Balzer B-510 vapor deposition machine. 
Figure 4 a) shows the amplitude and wrapped phase distributions when slightly off-axis scheme is performed. Figure 
4 b) shows the amplitude and wrapped phase distributions when off-axis scheme is implemented. Finally, Figure 4 c) 
shows the amplitude and wrapped phase distributions when PS technique is implemented. Due to the results we can 
conclude that PS technique is the best method to get the best lateral resolution but it need almost three holograms. 
Off-axis scheme permits to apply the DHM in dynamical events but is the worst method related to the lateral 
resolution. Slightly off-axis scheme can be used in in dynamical events as off-axis scheme with this proposal and it 
can only lost 50% of the lateral resolution compared with its counterpart PS technique.  

 

      
a)   b)   c) 

Figure 3. Simulation results of amplitude and phase distribution for: a) PS technique, b) slightly of-axis scheme, and c) off-axis 
scheme. 

 

       
a)   b)   c) 

Figure 4. Experimental results 
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Abstract: In this work, we introduce a 3D reconstruction system that only requires a single image. 
To this end, structured light projection and Artificial Neural Networks (ANN) are used. To calibrate 
the system, n images are captured. Then, these images are processed to extract characteristic points. 
These characteristic points are the inputs to train the ANN. The topology of the ANN is: input layer, 
4 neurons; hidden layer, 20 neurons; and output layer, 3 neurons. The learning rate, on the other 
hand, was fixed at 0.01. To evaluate our proposed approach, experiments were carried out. The 
relative learn error was 0.019%, and the relative reconstruction error was 3.47 %. 

 
1. Introduction 

For industrial measurements, optical techniques have many advantages. For instance, optical methods can be non-
destructive, non-contact, and easy to adapt for different industrial environments. Typically, industrial measurement 
systems seek fast image processing at low price. However, optical techniques can be expensive, since they commonly 
precise good illumination, different lenses, among others. Our system, on the contrary, only uses a camera, a projector, 
and a processing unit. 

Structured Light Projection (SLP) is a technique classified as 3D Optical Metrology [1]. This technique is now 
well-established for the rapid gathering of 3D coordinate details of an object under test. SLP is completely non-contact, 
thus it can be used for Automated Optical Inspection (AOI) of manufactured parts for in-line assembly processes and 
small molded parts. In such applications, the whole surface distribution of the Device Under Test (DUT) can be 
calculated and compared with a reference surface within seconds. 

In this work, the use of SLP it is proposed to obtain the surface from a variety of objects by using one single image. 
For the system calibration, an Artificial Neural Network (ANN) is trained by using multiple images.  

2. System Calibration 

In order to calibrate the proposed system, many captured images are required, which are obtained by using the 
mechatronic system shown in the Figure 1 a). The projector emits a light pattern (clouds points) onto the reference 
plane and then the camera captures the projected pattern. The Reference Plane is moved some steps (eah	of	∆x	) 
from Z0 to Zn. Where 

∆x = ä+4.                                        (1) 

 
a) 

 
b) 

Figure 1. Setup of the calibration system to capture images. (a) The mechatronic system is used to move the reference plane. 
(b) Captured images at different displacements of the reference plane (left top); a function is adjusted through the points in the Z 

axis (right lower). 
 
The i-th captured image corresponds to xa and is processed. Since the image captures are points, it is necessary 

to label every point within the image (see Fig. 1b). Figure 2, on its part, shows the pseudo-code for point labeling in 
a binary image as obtained in [2]. This code reads the image in gray-scale and write a new matrix with the binary 
values. To tag points, we use the method named flood-fill. While the point is being tagged, the counters XT, YT and 
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AT increment. The centroid of point (rows and columns) are the values to train to ANN [3]. At the output layer, the 
expected values are X, Y and Z, where X and Y are automatically obtained with a calibration grid, at the plane xo. 

 
Begin 
     read Img_gray[,] 
     initialize Img_binary[,] = graytobinary(Img_gray) 
     initialize  XY_centroids[points_expected, 2] 
     int i, j, number_label=0,  
     int points_expected,  int x, y 
           for (i=0; i<image(rows); i++) 
                 for(j=0; j<image(columns); j++) 
                        XT = 0; YT = 0; AT = 0 

                        if(Img_binary [j,i] = = point_not_label)  
                             number_label +=1 
                             XT++; YT++; AT++; 
                              //Label the point with flood-fill 
                              and obtain the centroid 
                       endif 
               end for 
       end for 
   return XY_centroids 
End 

Figure 2. Pseudo-code for obtain the centroids of the points in an image. 

3. Experiments 

The Fig. 3 a) and b) show the designed surface, and its 3D printed surface with Polylactic Acid (PLA). The Fig. 3 c) 
shows the projected points onto the printed surface. On the other hand, the topology of the ANN is of 4 neurons at the 
input layer, 20 neurons in the hidden layer and 3 in the output layer. The ANN was trained by using a 12× 12 matrix 
of the projected points (Fig 3 c) and 9 planes xDC, being separated		∆x = 5"". Furthermore, the learn rate was 0.01, 
the number of epochs was 100,000. We obtained a percent relative error of 0.019 % at the end of the training. 

a)  b )  c ) 
Figure 3. Methodology to obtain the shape reconstruction of a calibration object. a) Designed surface for calibration, 

b) Printed surface with PLA, c) Projected points onto the object. 
 

Figure 4 a) illustrates the retrieved surface using our proposal. The Figure 4 b) shows the error map between the 
designed and the reconstructed surfaces, where we can see that the relative error was of 3.47%. 

a) b) 
Figure 4. Retrieved surface and Error Map. (a) Reconstructed surface of the test object. (b) Error map between designed and 

reconstructed surfaces.  
 

4. Conclusions 

The use of SLP along with an ANN was satisfactory for 3D-shape reconstruction using only one image. The 
reconstruction error was of 3.47%. By using the closest point algorithm, the error is reduced. The proposed approach 
does not depend on the camera parameters or triangulation between reference plane-camera-projector. On the other 
hand, Phase-Shifting technique requires at least of three images of the object. Conversely, the proposed method only 
uses a single image to obtain the 3D surface. 
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Abstract: We present results that show the feasibility to measure simultaneously temperature 
and velocity in a pulsed synthetic jet produced by a Helmholtz resonator. Two optical 
techniques, background-oriented schlieren (BOS) and particle image velocimetry (PIV), are 
employed. Simultaneity of the measurements has been achieved by the use of two synchronized 
frame-straddling cameras and two different light sources (a LED and a laser). For the realization 
of PIV, the jet is seeded with smoke, which initially fills the Helmhotz cavity; this type of 
seeding guarantees minimum disturbance of the jet. Results related with the dynamics of the 
jet, from the moment it exits the cavity until interaction with a hot plate, are presented. 

 

1. Introduction 

Two optical techniques, BOS [1] and PIV [2], are used for the simultaneous measurement of temperature and 
velocity in a phase object. BOS is an optical technique capable of measuring the gradient of the refractive index 
distribution in a region of interest. The object under analysis is placed between a background and a camera. 
Complementarily, PIV allows us to obtain velocity fields by imaging a planar cross-section of a fluid flow. In 
both techniques, two images are captured (reference and displaced images): in BOS, with and without object, 
and in PIV, two consecutive object states. 

In BOS, as the phase object is introduced, the phase of the fringe pattern is modulated by the changes in 
refractive index. These phase changes can be recovered by the Fourier method. On the other hand, by cross-
correlating the reference and displaced PIV images, velocity maps can be calculated. 

When using BOS and PIV simultaneously we need to consider differences in their requirements for imaging. 
In BOS, the camera is focused on the background, and in PIV, on the object plane defined by an illuminating 
sheet. Besides, since in BOS quasi-collimated light is preferred, the use of long focal distances is necessary. In 
PIV, a restriction of the distance between object and imaging lens arises from the finite energy of the light source 
(pulsed laser); therefore, the imaging lens is placed as close as possible to the object. 

The phase object that is analyzed by the two techniques corresponds to a synthetic jet produced by a 
Helmholtz resonator, which interacts with the plume generated by a hot plate. The dimensions of the jet are 
about 1 cm long and 2 mm wide. The images are captured by a pair of synchronized frame-straddling cameras. 

There have been previous works where the dynamics of this type of objects have been studied [3-4], but 
temperature and velocity have been assessed in a separate way. 

2. Theory 

In BOS, the optical phase difference Df between a reference and a displaced image is obtained via the Fourier 
transform phase extraction method, where double application of the Fourier transform is carried out. Then, the 
derivative of the refractive index n	can be computed by ∂n	/	∂x	=	n0T	D	f	/	(2pDL	)	[5], where T	is the period of the 
grating, and n0	, D	, L	, and x	stand for the reference index of refraction of the region of interest, the distance between 
the object and the background, the thickness of the object, and the spatial coordinate in the direction the rays are 

deflected, respectively. Finally, the temperature field T	is given by T	=	T	0	 (n0	-	1)	/	(n	-	1), where	T	0	is	the reference 
temperature. In the case of PIV, the images are divided into subimages and the displacement vector for a certain 

subimage can be obtained by computing their correlation, c(D	x,	D	y)	=	 	 ¡	 	 -	1	{¡	 	 {IR	 	 (x,	y)}	¡	 	 {ID	 	 	 (x,	y)}*	} ,	

where the Fourier transform operator is indicated by ¡	{	}	and the reference and displaced images by	I	R	and	I	D	. 

 



19th International Symposium on Optomechatronic Technology 
Cancún, México, Nov. 05-07, 2018 

 119 

3. Results 
In Fig. 1(a) we show the setup for implementing the technique. A beam splitter, BS, is used to access 
simultaneously to BOS and PIV images. For BOS, a Ronchi grating B of 150 lpi is illuminated by a 3-W white 
LED, E (a red filter R is positioned in front of the LED). The grating is imaged by a lens L1 of focal distance 
300-mm (before the lens, another red filter R is used). For the PIV part, a double-pulsed Nd:YAG is used to 
illuminate the object O (via a cylindrical lens). In this case, a lens L2 of focal distance 45 mm is used for imaging 
(a green filter G is used before the lens). A couple of straddling-frame cameras (Sharp-Vision 1400-DE, IDT, 
1280x1024 pix) C1 and C2 detect the images for BOS and PIV, respectively. The Helmholtz cavity has an 
internal diameter of 8.3 cm, wall thickness of 6.3 mm, and contains a hole of diameter 3 mm (resonant neck), 
see Fig. 1(b). The cavity is driven by a speaker at 120 Hz. The hot plate has dimensions of 10x10 cm2 
(EchoTherm IC30, Torrey Pines Scientific), and is set to a temperature of 80 ºC. A synchronizer (MotionPro 
Timing Hub, IDT) is employed to synchronize the light sources (LED and laser), the cameras and the speaker. 
Only the first fully-developed jet is analyzed. Before firing the system, smoke is injected into the Helmholtz. In 
Fig. 1(c) we show the resulting temperature field related to the hot plate (in this case, the reference image 
corresponds to the ambient and the displaced image, to an image with the hot plate). This temperature field is 
then used as the reference temperature for the analysis of the dynamics of the jet. When firing the system, first 
a reference BOS image is recorded (LED is on, laser is off), and 20 µs later the speaker is started. After a variable 
delay time (around 20 µs), each camera registers a pair of images. For the BOS camera, only one of the images 
is used as the displaced image, but for the PIV camera, the two images are utilized and correspond to the 
reference and displaced object states (time separation on the order of 10 µs). In Fig. 1(d)-(e) we present two 
BOS-PIV results corresponding to time delays of 0.33 and 1.30 ms after the exit of the pulsed jet from the cavity 
(each result corresponds to different measurements since continuous sampling of the development of the jet is 
not feasible). 

                           (a) (b) (c) 
 
                                                (d) (e) 

Fig. 1. (a) Setup (top view). (b) Phase object (side view). (c) Reference temperature map. Temperature maps 
of jet at time delays of (d) 0.33 ms and (e) 1.3 ms. 
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Abstract: In this work we use the technique of Digital Image Correlation (DIC) for the evaluation 
of the in-plane displacements. The Direct Linear Transformation (DLT 11) calibration method is 
applied to the conversion of the units of length.  Experimental results are presented for a latex 
sample. 
 

1. Introduction 

In 3-D machine vision, it necessary to know the relationship between the 3-D object coordinates and the image 
coordinates. This transformation is determined in geometric camera calibration by solving the unknown parameters 
of the camera model. Initially, camera calibration techniques were developed in the field of photogrammetry for aerial 
imaging and surveying. First, photographic cameras were used, but recently video cameras have replaced them almost 
completely. Also new application areas, like robot vision and industrial metrology, have appeared, where camera 
calibration plays an important role. 

Calibration is a necessary step in 3D computer vision to create a metric relationship between the captured 2D 
image and the 3D scene by using the extrinsic and the intrinsic parameters of the camera [1]. Our attention is focused 
on method of Direct Linear Transformation (DLT). 

On the other hand, the digital correlation of images, better known as DIC (acronym in English), is a technique of 
artificial vision that is based on finding a correspondence between two images. It allows experimental analysis based 
on the treatment of digital images, in which the technique consists in the maximization of a correlation coefficient that 
is determined from the analysis of a subset of pixels between the two images [2]. For our application, we use this 
technique to evaluate the displacement fields of a latex sample.  
 

2. Methodology 

DIC offers characterization of material parameters far into the range of plastic deformation. Its powerful data analysis 
tools allow the determination of the location and amplitude of maximum strain, which are important functions in 
material testing. We will present experimental results of elastic deformation for a target sample.  

Figure 1 shows the arrangement for DIC. The first step is the calibration of the system by using a calibration target 
and using the DLT method.  
The steps involved in obtaining 2D displacements data using DIC are: 

• The process starts with the camera parameter calibration to identify the relative position and orientation of 
camera. 

• Two images are recorded to view same object area before and after the mechanical stress is applied. 
• 2D image correlation is performed to identify matching regions in different views. 
• Thereby, the displacement vector (u,v) is obtained for all points. 

 
 
 
 
 
 
 
 

 
(a)                                (b) 

 
Fig. 1. (a) Scheme of the technique DIC, (b) Latex sample.	 
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3. Results 

The graphs shown in figure 2 represent the displacement fields in x and y directions, obtained by the DIC algorithm. 
 

  
(a)                   (b) 

 
Fig 2. Displacement fields: a) U(x,y) and (b) V(x,y). 

 
The maximum displacement in U(x,y) is 8.72 mm. The range of displacement in V(x,y) is between -5 mm to 4 mm. 
The conversion from pixels to metric units was done by using the L parameters from the calibration [1]. 

The total in-plane displacement field of the latex sample is evaluated as the norm of the u and v displacement 
vector that is showed in Figure 3. The maximum displacement was 9.3 mm. 
 

 
Fig 3. Plot of combined u(x,y) and v(x,y). 

 

4. Conclusions 

Digital Image Correlation was used for 2D displacements measurement of latex sample. Geometric camera calibration 
is needed to describe the mapping between 3-D world coordinates and 2-D image coordinates. In our case, the Direct 
Linear Transformation (DLT 11) calibration method was used. 

DIC has several advantages over conventional Non-Destructive Test methods and some of the other optical 
techniques such as laser shearography and speckle interferometry, which are generally more expensive and more 
difficult to use outside the laboratory as they require precise setup and low vibrational environments, also the 
equipment is not always suitable for use outdoors. 
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Abstract: Phase-sensitive optical coherence elastography (PhS-OCE) is a highly sensitive method 
for measuring depth-resolved displacement field distribution inside tissues and semi-transparent 
materials.  In addition to characterizing mechanical properties, we found the method is also 
effective in identification of defects inside tissues and materials. By mapping phase-difference map 
before and after specimen deformation, defects can be discovered from the phase-difference 
distribution anomalies. Samples, including polymer films and human tooth, with internal defects 
were measured using an established PhS-OCE system. The results show that some micro defects, 
which could not be observed from the cross-sectional images, were able to be detected from the 
measured phase-difference maps. 

 
1. Introduction 

Optical coherence elastography OCE is a method for measuring depth-resolved displacement field inside scattering 
mediums [1]. By taking advantage of phase-sensitive detection, even sub-nanometer displacement can be measured 
[2]. Recently, this novel method has been employed for characterizing mechanical properties inside tissues and semi-
transparent materials and achieves good results [3, 4]. 

In addition to mechanical characterization, we found the method is also effective in micro-defect identification 
[5]. In this work, a phase-sensitive OCE (PhS-OCE) system was established to identify micro defects inside polymer 
films and human tooth. 

2. Methodology 

The schematic of a line-field PhS-OCE system is shown in Fig. 1(a). The system is composed of a light source, an 
interferometry, and a spectrometer. A cross-section of the sample is firstly illuminated by the light source, and then 
the scattered light from the sample interferes with the reference and forms an interference spectrum imaged on the 
CCD camera. As shown in Fig. 1(b), the cross-sectional image (b3) and phase-difference map (b4) are firstly evaluated 
by using the spectrum captured before and after the sample deformation (b1 and b2), and then the displacement field 
distribution (b5) of the tested section is acquired according to the relationship 

    (1) 

where w is the out-of-plane (z-directional) displacement, λc is the center wavelength of the light source, n is the 
refractive index of the specimen, and Δφ is the phase-difference. Because the defects inside sample will induce 
anomalies in displacement field and phase-difference map, it can be used as a method for defect identification. 

 
Fig. 1 The schematic of (a) configuration of a PhS-OCE system (b) displacement field evaluation procedure. SLD: Super-

luminescent laser diode; L1-L3: lens; CL: cylindrical lens; S: sample; CBS: cube beam splitter; R: reference plane; G: diffraction 
grating; CCD: CCD camera; PC: personal computer. 
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3. Experiment 

After establishing a PhS-OCE system according to Fig. 1, polymer films and human tooth with internal defects were 
measured to validate the effectiveness of the proposed method. During polymer films curing, the cross-sectional image 
and the phase-difference maps were measured as shown in Fig. 2(a) and (b). In Fig. 2(a1) and (a2), a relatively large 
defect was observed from both cross-sectional image and phase difference map. In Fig. 2(b1) and (b2), a relatively 
small internal defect can only be observed from phase-difference maps. During temperature decreasing, the phase-
difference maps of the tooth were measured as shown in Fig. 2(c), where (c1) is the photograph of the sample, (c2) - 
(c4) are the phase-difference maps when the tooth temperature decreased from 45°C to 42°C, 41°C, 40°C respectively. 
From the phase difference discontinuity, the internal crack of the tooth can be clearly observed. From the experiments 
above, it is noticed that some micro defects, which could not be observed from the cross-sectional images, were able 
to be detected from the measured phase-difference maps. 

 
Fig. 2 Experimental results (a) a polymer film with large internal defect; (b) a polymer sample with small internal defect; (c) a 

human tooth with enamel crack. MA: measured area, EC: enamel crack, E: enamel. 
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Abstract: A method for real-time 3D measurement was developed using background-modulated 
modified Fourier transform profilometry fringe patterns and geometry constraints.  GPU 
processing permits real-time 3D surface reconstruction in parallel with image acquisition with only 
two high-frequency fringe patterns required for the 3D reconstruction from phase maps. The new 
method achieved high measurement accuracy in static measurement, and in dynamic measurement 
of a moving object. 

 
1. Introduction 

In full-field fringe projection methods for three-dimensional (3D) surface-shape measurement, fringe patterns are 
projected onto an object surface, and captured images of the deformed patterns are used to compute a phase map by 
fringe analysis techniques. While Fourier transform profilometry (FTP) is one fringe analysis technique used to 
compute the phase map [1], a modified FTP method using two fringe patterns with a π phase shift difference permits 
removal of the unwanted image background and improved measurement range [2]. However, a wrapped phase map 
with 2π discontinuities is generated, and phase unwrapping is necessary. 

Recently, geometry-constraint based techniques were developed to permit object surface reconstruction directly 
from wrapped phase maps, and pixel-wise determination of point correspondences between camera and projector 
images. High-frequency fringe patterns embedded with statistical patterns, triangular patterns, or binary stripe patterns 
have been used to reduce the number of candidate points in camera-projector point-matching, while achieving high 
measurement accuracy. The relationship between fringe pattern frequency, number of candidate points in the 
measurement volume, and system geometric constraints has been modelled in [3]. This paper presents a method for 
real-time 3D measurement that uses new background-modulated modified FTP fringe patterns and geometry 
constraints, and requires only two high frequency fringe patterns for 3D surface reconstruction. 

2. Method 

Modified FTP uses the following pair of fringe patterns: 

nD(', )) = ‚(', )) + >(', )) cos—(', )) 

n3(', )) = ‚(', )) + >(', )) cos[—(', )) − 0]         (1) 
where B(x, y) and A(x, y) represent the background intensity and amplitude of modulation, respectively, and φ(x, y) is 
the phase map. Background removal can be achieved by subtraction. The background-modulated modified FTP uses 
an additional pair of fringe patterns that include a background offset B0: 

nDó (', )) = ‚(', )) + >(', )) cos—(', )) + ‚o(', )) 

n3(', )) = ‚(', )) + >(', )) cos[—(', )) − 0] + ‚o(', ))   (2) 
Continuous real-time measurement is achieved by projection of the two pairs of patterns (1) and (2) alternately, 

and capturing the corresponding images from two cameras. The background offset B0 is set to cB when the phase 
period is odd, and −cB when the phase period is even, where 0	<	ä	<	1	is a background offset scale factor. The 
background offset is determined from two sequential pairs of fringe images (1) and (2), and then binarized using a 
threshold zero: 

‚o(', )) = [nDó(', )) + n3ó (', )) − nD(', )) − n3(', ))] 2⁄    (3) 
 
With the measurement system calibrated earlier, 3D reconstruction is achieved from only a single image pair. For 
each pair, either background-modulated modified FTP (2) or modified FTP (1), the left-camera phase map and 
computed binary pattern are used to determine left-camera to projector correspondence; the right-camera phase map 
is used to refine selected corresponding points; and stereovision 3D reconstruction is used to compute a 3D point 
cloud. Only one fringe image pair is required for surface reconstruction during continuous real-time 3D measurement. 
Geometry-constraint based techniques utilize a pre-defined measurement volume to limit the number of candidate 
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surface points for a given camera pixel. There would be several candidate positions for each left-camera pixel; 
however, only one candidate position is correct and located on the object surface. The relation between the number of 
candidate positions, camera-projector baseline and other calibration parameters, measurement volume depth, and 
fringe pattern wavelength, has been mathematically modelled in [3]. In order to minimize the number of candidate 
surface points, while avoiding restrictions on the measurement volume size and fringe pattern wavelength, the left-
camera-projector baseline is minimized in the measurement system design. This results in only two candidate 
neighboring 3D positions in the measurement volume, one corresponding-point candidate in an odd phase period, one 
in an even phase period. The correct corresponding-point is selected using the binarized background offset B0. After 
selection of the correct corresponding-point in the projector image, the corresponding-point in the right-camera image 
is computed and refined. After following the same procedure for all points, the 3D coordinates for all surface points 
can be calculated using stereovision 3D reconstruction techniques. 

3. Experiments and Results 

The background-modulated modified-FTP method was demonstrated using an optical measurement system with two 
monochrome cameras (720×540 images) and a DLP projector (912×1140), with left-camera projector baseline 57 
mm, left-camera right-camera baseline 164 mm, and approximate working distance 700 mm. Measurement was 
performed on a double hemisphere object with radii 50.8 mm and centre-to-centre distance 120.0 mm. In measurement 
of the static object, RMS errors were: 0.12, 0.11, 0.11, and 0.11 mm with centre-to-centre error 0.10 mm. In dynamic 
measurements of the object moving at approximately 25 cm/s, RMS errors were 0.13 and 0.12 mm for the two spheres, 
with centre-to-centre error 0.13 mm. 
Real-time performance of the measurement system using the background-modulated modified-FTP method was 
demonstrated in measurement of a moving and deforming hand. The 3D point cloud object-surface reconstruction and 
display (Fig. 1) were performed in real-time with 2D image capture. (The approximate mean number of points per 
surface reconstruction was 100K). The mean GPU runtime of a single 3D reconstruction including memory transfer 
between host and device was approximately 10 ms. 
 

 
Fig. 1 Measurement result of a moving and deforming hand. 

 

4. Conclusion 

A real-time 3D surface measurement method, developed based on background-modulated modified FTP fringe 
patterns and geometry-constraint techniques, achieved high accuracy in measurement of static and moving objects. 
GPU processing permitted real-time 3D surface reconstruction in parallel with image acquisition with only two high-
frequency fringe patterns required for the 3D reconstruction from phase maps. 
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Abstract: Multi-ray exponential fringe-pattern projection was developed for 3D measurement with low-cost 
off-the-shelf hardware. System self-calibration for exponential-pattern projection from multiple projector 
positions permits simultaneous gamma nonlinearity correction, system parameter determination, and 3D 
measurement with higher accuracy than conventional methods. 

 
1. Introduction 

Use of off-the-shelf low cost components in 3D optical metrology presents three main challenges: the radiometric or 
gamma-nonlinearity distortion of projector input to output, which leads to error in phase and 3D measurement [1]; 
unstable and unknown lens parameters (intrinsic geometry) of the camera and projector; and uncertainty of 3D 
reconstruction due to limited number of ray intersections. In this paper, exponential fringe-patterns generate a gamma-
corrected phase map, additional parameters correct for lens distortion, and self-calibration using multiple projector 
poses lead to high-accuracy measurement with a low-cost off-the-shelf camera and projector. 

2. Method 

Projector-input fringe patterns are generated by an exponential cosine function, with δn = 2πn/N phase shift, n = 0, 
1,..., N −1 fringe pattern index, N number of phase shifts, f spatial frequency, A(i, j) intensity bias, B(i, j) intensity 
modulation (amplitude), and (i, j) pattern coordinates (column, row): 

        (1) 
where a gamma-corrected wrapped phase map ϕ(i, j) is calculated using four-step phase shifting (N=4): 

      (2) 

    (3) 
where n}ó (q, /) is the intensity value at pixel (i, j) in the nth camera-captured fringe pattern [2]. Six wrapped phase 
maps are generated using six different pattern pitches, and multiple-wavelength phase unwrapping generates a single 
unwrapped phase map. By self-calibration, a calibration object with known targets locations is not needed; the object 
being measured is used for system calibration. Collinearity equations are solved to simultaneously obtain unknown 
object coordinates and system parameters. Self-calibration in digital fringe projection permits redundant observations 
to increase 3D reconstruction accuracy. While this has achieved high accuracy using industry-grade components [3], 
in this paper, exponential fringe patterns to obtain gamma-corrected phase maps, and redundant multiple rays from 
multiple projector locations, compensate for inaccuracy of off-the-shelf components. 

Using a fixed camera, horizontal and vertical fringe patterns are projected onto the surface from different positions 
(Fig. 1). For each projector position, vertical and horizontal phase values are computed at each pixel in the camera 
image —0(q, /), —g(q, /) are the replacements of image coordinates in photogrammetry collinearity equations [4]; the 
phase indicates the point position in the projector image plane. Using 1ab∆ , àab∆ = H—0∆ (q, /), —g∆(q, /)M to denote the 
vertical and horizontal phase values of the kth projector position at camera pixel (i,j), [X Y Z] object coordinates, 1o∆, ào∆ 
phase values at projector principal point for kth position, the modified collinearity equation is: 

        (4) 
where Δ1qq	is distortion (symmetric-radial, decentering, in-plane image [4]), ck projector focal length, [r11, r12, r13, 
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H V 

r21, r22, r23, r31, r32, r33]k projector rotation matrix elements, and [X0 Y0 Z0]k projector perspective center coordinates. 

     Fig. 1. Muli-ray fringe projection.      Fig. 2. Camera-projector phase-map correspondence: a) Phase map from camera 
        images for one projector position and selected sparse grid pixels, b) projector phase 
        map, and projector image-plane points corresponding to camera-image grid points. 

The camera image plane is used as an intermediate reference to determine correspondences between projector images 
at different projector positions. For each projector position, correspondences between the projector and camera image-
planes are determined by searching for jH(i, j) , jV (i, j) in the projector phase maps (Fig. 2), for each camera pixel. 
Correspondences between all projector planes are established. Self-calibration uses correspondences of a sparse grid 
(Fig. 2a) to minimize computation and 3D reconstruction is based on multi-ray intersection for all valid camera pixels. 
A visibility map shows the number of projector rays (positions) for every camera pixel (Fig. 3a). 

3. Experiments and Results 

The multi-ray digital fringe-projection method was used with a fixed camera and 12 projector positions. The minimum 
number of projector rays to define a valid point was set to three. Points illuminated by fewer projector rays (outer 
margins, top) (Fig. 3a) had higher error (Fig. 3b) than points illuminated by many projector rays (center). Points 
illuminated by less than three projector rays were not computed (black) in Fig. 3b. 

 
Fig. 3. Test object: a) visibility map showing number of projector rays for every pixel, b) surface mesh from point cloud. 

In measurement of a double hemisphere object with known geometry, the multi-ray exponential fringe-projection 
method had higher accuracy than the conventional camera-projector method with gamma-corrected phase. The radius 
of a hemisphere fitted to the computed point cloud was 50.752 mm with RMSE 0.252 mm (new method) compared 
to 51.309 mm and RMSE 0.648 mm (conventional), for a true hemisphere radius 50.8 mm. 

4. Conclusion 

Multi-ray exponential fringe projection permits 3D surface measurement with high accuracy using low-cost off-the-
shelf hardware. Self-calibration for multiple projector poses with exponential-pattern-projection gamma correction 
permits higher accuracy than the conventional single projector-camera configuration with gamma correction. Self-
calibration with exponential-pattern projection permits simultaneous gamma correction, system-parameter 
determination, and 3D measurement, without requiring gamma or geometric calibration procedures separate from 
measurement. Knowledge of camera geometric and optical parameters are not required. 
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Abstract: Single-dish radio telescopes have probably reached the upper limit of collecting area for 
steerable antenna, given the engineering challenges and high costs involved in constructing large 
precision reflector surfaces. In this presentation we summarize the traditional methods for antenna 
reflector alignment, taking as an example the Large Millimeter Telescope in Mexico, and present 
two new techniques being developed for radio astronomy using state-of-the-art optical metrology. 

 
1. Reflector surface accuracy considerations for radio astronomy 

The error budget for reflector components of a single-dish radio telescope typically adheres to the 1/10 or 1/20 
wavelength requirement for acceptable image quality. In radio astronomy the observing wavelength extends from 
several meters down to the sub-millimeter, hence reflector surface error budgets may be measured in tens of 
millimeters, down to tens of microns for the highest frequency antenna. The Large Millimeter Telescope (LMT) 
located in central Mexico operates in the frequency range 75-350 GHz, or wavelengths from 4 mm to 0.85 mm. The 
design error budget for the LMT is 75 microns rms under good site conditions.  

The error budget usually considers the combined error from both the primary and secondary reflectors, and 
additional system optics where fitted. Due to it's large size and resulting mechanical complexity, the primary reflector 
accounts for most of the budget. Key elements of surface accuracy include reflector panel manufacturing error, 
assembly and alignment error, and adjuster or actuator error, depending on whether the surface is of fixed shape or 
features active compensation. The error budget may also include gravitational and thermal distortions, and 
environmental conditions such as wind and solar, since many radio telescopes are operational during the day time. 

2. Traditional reflector alignment methods 

Smaller reflectors for lower-frequency use are designed to be assembled and aligned using theodolite equipment. 
Indeed this manual technique was used on large (30-meter) antenna in the late sixties and seventies for surface 
precision of the order of one millimeter. The theodolite or total station is still widely used for initial placement of 
higher-precision reflector surfaces. The advent of portable coordinate measurement technology in recent decades 
allows a factor of ten improvement in measurement accuracy for large surfaces. Laser trackers are used routinely at 
the LMT for reflector subpanel alignment off-antenna, and have provided moderate success for global primary surface 
alignment. Since the tracker requires manual scans of the surface with a retro-reflector, see fig. 1 (left), data collection 
for large surfaces is slow and tedious. Measurements may also be degraded by air turbulence.   

 
Fig 1. Left: LMT primary surface measurement using a laser tracker. Right: holography map of the inner 32.5-meter surface. 
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Phased holography provides faster surface mapping for reflector alignment, and has been used successfully on 
several radio telescopes. A dual-horn holography receiver is mounted at the telescope focus and views an artificial 
satellite X-band source both directly and after traversing the telescope optics. Reflector elevation during measurement 
is determined by the available sources. The telescope is scanned across the source to obtain a full map, which may 
take an hour or longer. Fig. 1 (right) shows a holography map of the LMT primary. Drawbacks for the LMT are 
relatively low spatial resolution, and shadowing produced by the tetrapod legs of the secondary reflector. 

Photogrammetry is used extensively for antenna surface measurement, and is currently the main technique for 
setting the full 50-meter LMT primary. The surface requires targeting (fig.2. left), and the distribution of camera 
stations necessitates the use of a mobile platform or crane. Measurement accuracy is similar to that of the laser tracker 
and holography, but mapping times of an hour or less provide more useful "snapshots" of the antenna's thermal 
behavior. Fig. 2 (right) shows an early error map of the LMT primary during initial alignment. Comparisons of tracker, 
holography and photogrammetry techniques on the LMT have been reported previously [1]. 

Fig. 2. Left: 50-meter primary target layout (black) and camera stations (blue) for an LMT primary surface photogrammetry map. 
Surface coverage for four camera stations is shown in green. Right: early photogrammetry map of the full 50-meter surface. 

3. Recent developments in commercial optical metrology 

The aforementioned systems are usually employed at night, when antenna surfaces are stable. To minimize telescope 
downtime, mapping and adjustment forms part of the maintenance schedule. Next-generation metrology will feature 
active monitoring of reflectors, allowing better control of thermal distortions for both night and daytime observing.  

Multi-channel interferometers based on frequency-scanning interferometry (FSI) are now commercially available. 
Linear distance measurement is achieved with higher accuracy than conventional interferometers and without beam 
interruption issues. FSI is being developed for structural monitoring on the future Giant Magellan Telescope (GMT) 
[2], and could also be employed for fixed-beam surface monitoring on sub-millimeter antennas. 

Terrestrial Laser Scanning (TLS) is a LiDAR technique that requires no fixed targets or beam lines. Inherent 
accuracy is of the order of millimeters, however the collection of several million data points allows accuracy 
improvements using bundle adjustment and other methods to reduce measurement uncertainty. Commercial TLS 
systems are currently under evaluation on several radio telescopes [3]. While traditional metrology techniques will 
continue to be widely used, especially for initial construction and alignment, both FSI and TLS promise major 
enhancements for radio astronomy operations and image quality. 

References 
[1] D. Gale et al, "Mapping the LMT primary reflector using photogrammetry; a first comparison with 12 GHz 
holography", in SPIE Vol. 9912 Astronomical Telescopes and Instrumentation (Edinburgh, UK, 2016), paper 151. 
[2] A. Rakich et al, "A 3-D metrology system for the GMT", in SPIE Vol. 9906 Astronomical Telescopes and 
Instrumentation (Edinburgh, UK, 2016), paper 112. 
[3] C. Holst et al, "Terrestrial Laser Scanner Two-Face Measurements for Analyzing the Elevation-Dependent 
Deformation of the Onsala Space Observatory 20-m Radio Telescope´s Main Reflector in a Bundle Adjustment", in 
Sensors 17(8), 1833 (2017).  



19th International Symposium on Optomechatronic Technology 
Cancún, México, Nov. 05-07, 2018 

 130 

Gates’ interferometer configuration as a fringe projection 
unit  

José Rubén Sánchez-Aguilar1,*, J. A. Rayas1, Amalia Martínez-García1, Miguel León-
Rodríguez2  

1Centro de Investigaciones en Óptica A. C., León, Guanajuato, México 
2Universidad Politécnica de Guanajuato, Cortazar, Guanajuato, México 

*jrsanchez@cio.mx  
 

Abstract: In this paper we present the use of a Gates’s interferometer configuration to the generation 
of a fringe pattern used as fringe projection profilometry system. The proposed interferometer 
consists of only a single beam splitter cube with one wedged entrance face and is insensitive to 
environmental vibration due to its common path configuration. The generated fringes are not 
localized which is one of advantages of this interferometer. 
 

1. Introduction 

Among the optical techniques used for the generating three-dimensional (3D) surfaces of complex objects, the use of 
fringe projection profilometry system have developed great interest in the metrology field [1], it is widely used in 
application such as medicine [2], 3D machine vision [3], industry[4], etc.  
A typical fringe projection profilometry system consists of a camera as the image acquisition unit, an object to be 
measured and a fringes projection unit [5], commonly a digital projector. The used of the projector unit as a digital 
projector limited the resolution of the measurement, spatially in small object or surfaces details. In this work we 
substituted the use of a digital projector as a projector unit, instead, we used the Gates’s interferometer configuration 
[6] that consist of a splitter cube 50/50 to generate a fringe pattern by means of interference of the light.    
 

2. Methodology and experimental results 

Based on a typical fringe projection profilometry system, the arrangement shown in Fig. 1 was mounted, with the 
modification of the conventional system on the use of the Gates’s Interferometer configuration as subsystem/unit of 
fringes projection. The Gates’s Interferometer configuration consists of a laser beam and a nonpolarizing cube beam 
splitter 50T-50R, as shown in Fig. 2. The collimated laser beam hits on the edge of the cube, parallel to the prism’s 
junction, with this configuration we produce fringe not localized with a period that depend on the tilt of the cube. 
 

 
 

Fig. 1. Photo of the used optical array: A) He-Ne laser with Œ = 632	m", B) mirror, C) spatial filter, D) 
collimator lens, E) beam splitter cube 50-50, F) sample G) CCD. 

The fringes pattern was projected with a period of 0.5	"" on the object, the splitter cube had a tilt of 8° and an 
angle of 65° between the CCD camera and the projection axis of the pattern.  

Through the technique of Fourier transform for demodulation of fringes proposed by Takeda [7] the phase wrapped 
was obtained and using an unwrapping algorithm [8] we obtained the unwrapped phase. Finally, by triangulation, we 
performed the conversion of phase map to height map [1].   

In Fig. 3 the results of the experiment are shown, from left to right we present the wrapped phase obtained by using 
the technique of Fourier transform [7], the unwrapped phase and the height map (reconstruction of the object).   
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Fig. 3. a) The Gates’s Interferometer configuration that consists in a cube beam splitter and a laser beam. b) 

Pattern of fringes projected onto the object (camera view). 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4 a) Wrapped phase, b) Unwrapped phase, c) Height map. 

3. Conclusions 

In this work, the Gates´s interferometer configuration was implemented as a subsystem of projection to generate non-
localized fringes. Some advantages are: allow to have shorter period than the obtained with conventional projector, 
nonlocalized fringes exist everywhere within an extended (three-dimensional) region of space which allows to place 
the object without problem. One disadvantage of this configuration is that the period is limited mainly by the size of 
the speckle and the resolution of the camera.  
As a future work, a low coherence laser will be used to reduce noise in the fringes. 
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Abstract: Spectrophotometers are instruments that measure parameters of samples as a function of 
wavelength and are composed of a source of broad spectrum light, a diffractive element and a 
detector. Those instruments are widely used in chemistry, physics materials and medicine labs 
among others. The design of a spectrophotometer in the visible range of the electromagnetic 
spectrum is presented is this work and is composed of a white LED, a holographic grating and the 
Samsung camera as a detector; the spectrum generated by placing a liquid sample in the 
spectrophotometer is analyzed by three artificial intelligence algorithms that are artificial neural 
networks, convolutional neural networks and support vector machines. These type of algorithms 
take part of machine learning which is currently used to solve classification and regression problems, 
for example facial recognition, speech recognition, search engine and medical diagnostic, among 
others. In this thesis, these algorithms were implemented to determinate which one is the best to 
classify the samples, considering the accuracy and execution time. 

Introduction 

The UV-Vis spectrophotometer uses UV radiation from 80 to 400 nm, mainly from 200 to 400 nm (near UV) and 
visible light from 400 to 800 nm, so it is very useful to characterize the solutions in the region of the ultraviolet-visible 
spectrum. It is governed by a very important law which is expressed with the Beer-Lambert equation [1]. A 
holographic diffraction grating will help to obtain the spectrum of the substance to be analyzed. An effective way to 
find the relationship between the spectra and their concentration can be using machine learning methods. 

Machine learning is part of the artificial intelligence that focuses on developing techniques that allow computers 
to "learn" [2], this learning process occurs through programs capable of generalizing behaviors from information 
provided in the form of examples. Therefore, it is an induction process of knowledge. There are different algorithms 
within machine learning such as decision trees, genetic algorithms, artificial neural networks, convolutional, support 
vector machines, among others. 

Conventional computing is characterized by development of a mathematical formation of the problem, 
development of an algorithm to implement a solution, coding an algorithm for a specific problem and finally the 
execution of that code. As it has been observed, this type of processing is very successful to solve and simulate 
complex mathematical models and they are also successful to perform repetitive, fast and well-defined tasks. On the 
other hand, computation based on machine learning is characterized by being massively parallel, adaptive, highly 
interconnected and tolerant to noise. In recent publications and conferences, neural networks and support vector 
machines have had applications in the area of image processing and computational vision [3], specifically in pattern 
recognition analysis. This work implements neural networks (convolutional and artificial) and support vector 
machines in order to compare them and determine which of these is the best algorithm to classify the concentration of 
the samples with the best accuracy and in the least execution time. 

Electromagnetic spectrum 

The substances to be analyzed are water with green vegetable dyes at 1.78%, blue at 2% and red at 2% of the 
McCormick brand. For these samples, we needed to dilute the original dyes in water since they were quite 
concentrated, this was done in relation to 1.25 mL of dye per 500mL of water. After that, the variation in concentration 
was as follows; the highest concentration is only the diluted dye with a total volume of 3000µL, the next sample 
consists of removing 20µL of the vegetable dye and replacing it with the same amount in water, every ten samples the 
amount of dye replaced was 50µL instead 20µL. 50 samples were taken per color giving a total of 150 samples with 
different concentrations. For future references the highest concentration of dye will be sample number 50 while the 
lowest concentration will be number 1. 

Conventional spectrophotometers focus the polychromatic light of the source in a monochromator. The 
monochromator has as main components an input slot, an element to scatter light in its composition by wavelengths 
and an output slot which allows to select the desired wavelength. That monochromatic light goes through the sample 
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and reaches the detector. Photometric measurements are made based on the relationship between the intensity of the 
light reaching the detector when the sample is interposed and when it is not. Based on the basic design of a 
spectrophotometer, an optical array shown in Fig. 1(a). It was designed to obtain the spectrum for each sample, which 
consists of an LED extracted from a Philips model 92900II237, a holographic grid of 930 lines / mm located at 58° 
respect to the LED (this angle was selected by the characteristics of the grid [4]) and a Samsung camera of 14 MP. 
One of the spectrums obtained with this arrangement is shown in Fig. 1(b). 

(a)                               (b) 
 

Fig. 1. (a) Shows the experimental arrangement to obtain electromagnetic spectrum and (b) shows the spectrum obtained 

Classification 

To classify the electromagnetic spectrum based on the color and concentration of the samples, three different 
algorithms were used: artificial neural networks (ANN) [5], convolutional neural networks (CNN) [6] and support 
vector machines (SVM) [7]. These algorithms will be compared when performing the classification to select the best 
of them in terms of efficiency and execution time. Two classifications were made on the samples; the first one is to 
separate them by color, the second is the classification by the variation of dye concentration. The algorithms for the 
neural networks were developed using the library provided by Google called TensorFlow and for the support vector 
machines the LIBSVM library [8] was used. The method called cross-validation [5] was used to determine the best 
configuration on the free parameters in the classification algorithms, such as the number of neurons per hidden layer 
in artificial neural networks, the number of filters and their respective size for convolutional neural networks and 
constants C and gamma in the RFB Kernel [8] used in vector support machines. All the algorithms successfully 
classified the samples by their colors having an efficiency of 100% while the results for the classification by their 
concentration are shown in Tab. 1. 

Tab. 1 
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Abstract: A Visual Memory (VM) is a topological map that represents an environment as a graph 
of key-images. Thus, visual information acquired from cameras onboard the robot are the only data 
to construct the VM. This work presents the construction of a VM for humanoid robot navigation. 
Additionally, a Genetic Algorithm (GA) is proposed to tackle the problem of image matching used 
within the VM construction process. To validate the efficacy of the proposed approach, experimental 
results using a humanoid robot dataset are presented. Further, the solution for image matching based 
on the proposed GA was compared with RANSAC. 

1. Introduction 

Mapping the environment is an important step for autonomous robot navigation. Topological maps, oppositely from 
metric maps, relieve the computational burden of extracting and storing metric and 3D information. A visual memory 
(VM) is a topological map that represents an environment by a connected graph [1]. The nodes of the VM are key-
images that represent relevant positions within the world. The edges, on the other hand, describe the relationships 
between nodes. The motivation behind the VM framework is to imitate the human behavior of memorizing key scenes 
the first time an environment is explored, in order to facilitate a subsequent navigation in the same environment. 

Given the advantages of using a VM for autonomous navigation, different strategies using this approach have been 
proposed using visual servoing to control robot displacements [1, 2]. Different approaches for the VM construction 
have been presented mostly for mobile robots. Unfortunately, less effort has been done in order to construct a VM for 
humanoid robot navigation. A particular problem related to this type of robots involves images with blur effects, due 
to the inherent jerk of humanoid walks. 

2. Visual memory construction 

The proposed approach tackles the task of constructing an accurate and efficient representation for the navigation 
environment. An efficient representation is the one that permits a fast and easy localization, and allows a simple, yet 
robust path planning. The whole framework for the VM construction as proposed in this work is shown in Fig. 1. First, 
the robot is operated manually to capture a training video of the environment. Then, an off-line process consisting in 
different steps is carried out: (i) Frame extraction. From the training video, a set f = {nD, n3,⋯ , n}} containing all 
frames is obtained. (ii) Key-image selection. From the set f, a smaller set f∆ = {n∆D, n∆3,⋯ , n∆R} that contains only 
key-images is obtained. (iii) Graph construction. The set f∆  is manually organized into a graph that is the final VM. 
These steps are now described in detail. 

 
Fig 1. Visual memory construction. (a) Environment to map. (b) The robot is operated manually to obtain the set of training 

images. (c) A reduced number of key-images are selected from this set. (d) Finally, the key-images are grouped together to form 
a connected graph, i.e. the visual memory. 

 
Frame extraction is the first off-line process. The aim of this step is to extract the whole set of frames within the 

training video. It is noted that, since the training video is acquired manually, the quality of the VM depends on the 
expertise of the user. The better the training video (i.e. the more the environment is explored), the better the VM. 

The aim of key-image selection step is to extract key-images. This step is the core of the proposed approach. First, 
to tackle the problem of images with high motion blur due to humanoid movements, we remove the images for which 
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the variance of the Laplacian of Gaussian (É‰·) is bellow a threshold, commonly ˜3(É‰·) = 10 [3]. This also allow 
us to discard images with low textures. 

Two conditions must be optimized for key-image selection: 1. The overlap between key-image n∆Dand n∆D^D 
must be maximum; and 2, the number of frames between key-image n∆Dand n∆D^D must be maximum. Additionally, 
two hypotheses must be considered for key-image selection: 1. Two key-images n∆Dand n∆D^D must contain a set “a 
of matched key-points. The cardinality of the set must be enough to compute a control law for navigation; and 2, there 
must be a possible path between the position of capture of image n∆D to the image n∆D^D. 

To compute image overlap, image matching using a GA is performed. First, we extract and describe key points. 
To this end, the SURF extractor and descriptor was selected because its complexity is O(log(N)), and the method is 
invariant to illumination, scale, and rotation. After matching descriptors, we authenticate the matches with the epipolar 
constraint using a GA that estimates the Essential (E) matrix. Since the E matrix encodes the displacement and rotation 
between frames, each individual is represented with a fixed length binary string as:	äℎÿ‰"‰#‰"4 = !6, Ω, ˆ, +u, +÷$. 
Where each variable is allowed within a specific range: 6, Ω, ˆ ∈ [0,20], and +u,+÷ ∈ [−5,5]. The parameters for the 
GA are as follows: Population size, 100; Crossover rate 0.95; Mutation rate, 0.01; Elite size, 15. A Boltzmann fitness 
scale was used to control pressure selection. To score solutions, a fitness function F was proposed as follows. We first 
extract the epipolar lines from the E matrix encoded by the chromosome. Then, the value of F is the sum of points 
that deviate less than a predefined threshold T = 1 pixels from its corresponding epipolar line. 

The final step involves the grouping of nodes that share a common location, like a corridor or a room. We make 
this step manually in order to finally construct the VM. 

3. Experiments and results 

The proposed approach was carried out using the CIMAT-NAO-A dataset, which was acquired with a NAO humanoid 
robot, and is available in http://personal.cimat.mx:8181/~hmbecerra/CimatDatasets.zip. The dataset contains 399 
different images with blur effects and low textures. Fig. 2 shows sample images from the dataset, and the key-images 
selected by our algorithm. 
 

 
Fig. 2 Topological map for the data set CIMAT-NAO-A. (a) Sample images from the dataset. (b) Key-images are highlighted In blue. 

 
The image matching solution based on a GA was compared with an heuristic method call RANdom SAmple 

Consensus (RANSAC). Both methods were compared with the odometry of the robot, and the results demonstrate that 
the GA obtains a lower error than the RANSAC method. 

4. Conclusions 

In this work, an environment representation was presented using only visual information. Further, a GA was proposed 
to tackle the problem of image matching. Results obtained with a humanoid walk dataset show that the proposed 
approach efficiently describe the environment. Consequently, an adequate VM is constructed. 
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Abstract: Estimating the pose of objects is an important problem in vision-based robotics. Kalman 
filters are commonly used for such a purpose. However, the performance of these filters deteriorates 
if system’s noise statistics is not known a priori. This work proposes an adaptive scheme based on 
particle swarm optimization (PSO) to adjust the measurement noise covariance of the filter. The 
experimental results confirm the effectiveness of the proposed method. 

 
1. Introduction 

Acquiring the pose of the observed objects is a crucial requirement in many vision-based robotic and computer vision 
applications such as visual servoing [1] and augmented reality [2]. Numerous methods were proposed to accurately 
estimate the pose of the objects exploiting the features extracted from images [3-5]. However, most of these methods 
approximate the relative pose of the objects without considering the measurement noise, induced by the camera and 
the image processing algorithms. By contrast, Kalman filters provide accurate estimations despite the uncertainties of 
the visual measurements and therefore have gained popularity in robotic applications. 

While Kalman-based pose estimation algorithms perform well under known noise statistics, their performance 
diminishes in the absence of such knowledge. Traditionally, adaptive methods such as multiple model-based schemes 
[6] and innovation-based methods [7] are employed to simultaneously adjust the noise parameters of the filter using 
the observed measurements. However, the former methods combine the estimations of multiple filters each tuned with 
a set of parameters and do not adjust the noise parameters, while the latter schemes estimate the noise parameters from 
the innovation sequence, assuming the system to be linear. In another group of works, optimization-based methods, 
and in particular PSO [8], were employed to estimate the noise parameters. These works were focused on adaptation 
of the process noise, assuming the measurement noise to be known. However, the measurement noise statistics is the 
most important parameter of the filter and its estimation is usually non-trivial. 

This work proposes an adaptive extended Kalman filter (AEKF) for camera pose estimation. The PSO algorithm is 
adopted to estimate the measurement noise covariance. This PSO method allows multiple samples of the noise 
covariance to evolve towards the correct value for the measurement noise covariance. The closeness of the particles 
to the true value is measured exploiting the measurement likelihood function. The experimental results confirm the 
effectiveness of the proposed AEKF method for object pose estimation in a robotic scenario. 

2. Pose Estimation and Extended Kalman Filter 

To estimate the pose of the object of interest with respect to the camera, the state of the system is formed as follows, 

,              (1) 
which includes the position and orientation (in Euler angles) of the object with respect to the camera and their time 
derivatives. The filter is initialized by setting the initial noise covariance matrices, the state and its error covariance. 
Then at each time step, first the state is predicted and then adjusted using the measurement vector as follows, 

                               (3) 
where F is the transition matrix, h is the measurement function, Yk is the vector of image features and Kk is the Kalman 
gain. In order to calculate the correct value of the Kalman gain, the measurement noise covariance (i.e. R) should be 
known. In this work, a proper value for R is sought through PSO as it is explained in the sequel. 

3. Particle Swarm Optimization 

Particle swarm optimization offers an interesting solution towards finding a proper value for R. In PSO, multiple 
particles are used. Each particle has a position and a velocity, which are initialized first, and then evolved through a 
constant velocity approach. The velocity of each particle is updated iteratively as follows, 

                          (4) 
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where is the position of particle m at iteration i, p is the best particle position in iteration i, g is the 
absolute best particle position, a, b1, b2, r1, and r2 are model parameters. Each particle contains diagonal parameters 
of the measurement noise (i.e., 1∆a = 	=q„WX'∆

a Z)The particle fitness is measured using the measurement likelihood, 

           (5)  
At each iteration, p and g are found through the FIT function [8] and then the particles velocities and positions are 
updated. The updating continues till satisfactory FIT value for the global particle position is obtained. 

4. Experimental Results 

The proposed AEKF is used on data collected from a robotic cell, where a robot mounted camera is maneuvered 
around an object with four circular features. The center of these features are extracted and used as measurements of 
the filter. The pose estimation error is depicted in Fig. 1. As it can be seen the proposed adaptive method could adjust 
the value of the measurement noise covariance correctly to enhance the accuracy of the estimations. 
 

 
Fig. 1. Pose estimation errors using the proposed AEKF as compared to non-adaptive EKF 

 
5. Conclusion 

An AEKF was proposed in this work for pose estimation. The measurement noise covariance was updated using the 
PSO algorithm, which resulted in satisfactory results in the experiment. The work is expected to be extended by 
including a more general form of the measurement noise as well as the other filter noise parameters. 
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Abstract: Aerial vehicles, due to the very nature of their operation, are subject to many 
uncertainties. The problem is aggravated in GPS-denied environments. As a result, vision-based 
control (or visual servoing) solutions are sought to address such issues. In this work, visual servoing 
is formulated as a nonlinear optimization problem in the image plane. The proposed approach is 
based on a class of nonlinear model predictive control that takes constraints into consideration. A 2-
DOF model helicopter is considered for initial formulations and verification of the approach. The 
model helicopter has a coupled nonlinear pitch/yaw dynamics. It is also capable of a pitch over (i.e., 
hover at a non-zero pitch angle) around its pivotal axis of rotation due to the offset between the 
Center of Mass (CoM) of its fuselage and the rotation axis. This further, makes the linearized model 
(calculated around any pitch angle) a Linear Parameter Varying (LPV) system, for an adaptive control 
is formulated within the model predictive visual sevroing framework. In this paper, a design guideline 
is provided under model predictive visual servoing paradigm that considers Filed of View (FOV) 
constraints, the constraint on the pitch angle, and also the maximum voltages that can be applied to 
independently-controlled pitch/yaw motors. The control space is parameterized via Laguerre basis 
network functions that makes the optimization scheme computationally less expensive, thus, suitable 
for real time applications. The proposed servoing strategy is validated via simulations and 
experiments, and the results are compared with those obtained from commonly-utilized infinite-
horizon LQR. 

 
1. Problem Definition 

An adaptive model-predictive visual servoing in presence of task, sensor, and control-space constraints is designed 
and developed. The control algorithm is implemented in simulation and via experiments on a 2-DOF model helicopter 
from Quanser, [1]. Problem formulation is carried out for the case that a perspective camera is being mounted in front 
of the 2-DOF model helicopter. A pinhole projection model, without any lens distortion, is considered. Figure 1 shows 
a picture of the 2-DOF model helicopter. As can be seen from Figure 1, the helicopter can turn around a pivot point 
(aka, axis of rotation) via two axes, namely yaw (or pan motion) and pitch (tilt motion). The CoM of the helicopter is 
located in front of the rotation axis, therefore, a constant pitching torque would be required to compensate for 
gravitation forces. This additional pitching torque can make the 2-DOF model helicopter hover at any pitch angle. 

 
Figure 1: The 2-DOF model helicopter, [1]. 

This model helicopter was chosen as a testbench due to its coupled and nonlinear pitch/yaw dynamics. Furthermore, 
the linearization of the dynamic model around any pitch angle would lead to a Linear Parameter Varying (LPV) system, 
whose state interaction matrix will have time/state-variant elements. A local adaptive model-predictive visual servoing 
is formulated to account for time/state-variant parameters in system’s dynamics via successive linearization, that 
outperforms a global nonlinear optimization in terms of time complexity and convergence rate. Furthermore, a 
Laguerre network function is used for parametrizing the control space under an infinite-horizon control framework. 
Reducing the size of the control space via proposed parametrization makes it suitable for real time applications, 
without compromising the stability. 
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Performance of the proposed visual servoing strategy is depicted via simulations and experiments with the case study 
of tracking/servoing a colored ball. The center point of the ball in the image is taken as the only image feature to track 
or servo to. While the distance between the camera and the ball can be estimated from the size of the ball in the image, 
however, this calculation is not critical to our control algorithm, since only pan and tilt motions of the 2- DOF model 
helicopter are controlled. 

2. Problem Formulation 
The state vector of the model helicopter consists of pitch angle, θ, and the yaw angle, φ. The control space consists of 
the input voltages applied to the independently-controlled pitch and yaw motors, uθ , and uφ . Due to gyroscopic effects, 
the pitch and yaw motions will be coupled. The dynamics of the system, and constraints on motion control inputs can 
be presented in a compact form as follows: 

'̇	=	J(	'(+),	”(+))	
W◊	≪	W('(+),	”(+))	≤	W”	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 (1)	

'(0)	=	'0	
A point feature is defined in the image that corresponds to the center point of a ball-shape object to track or servo to. 
The optical flow associated with this proposed image feature, #̇	 is related to the rate of change in pitch and yaw 
motions, '̇	via image Jacobian, Ls, as in Eqn. (2), considering the state and also image constraints, [2]: 

#	̇ 	 =	É#(#)'̇	
ℎ◊	 	 	≪	ℎ(#(+),	'(+))	 	≪	 	 ℎ”	

#	=	[”,	9]√,	'	=	[Ω,	—]√,	„m=	É#	=	 :

CD

y
	0	 ;

y
	”9	 − (1 + ”3)	9

0	 CD
y

¨

y
	(1 + 93) − ”9	 − ”

<	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 (2)	

Combining Eqns. (1) and (2) leads to Eqn. (3) in which the full dynamics of the coupled system is given: 
#	̇ 	 =	 	 É#	J('(+),	”(+))	

n◊	≪	n(#(+),	'(+),	”(+))	≪	n”	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 (3)	
'(0)	=	'0,	#(0)	=	 	 #0	

The control objective is to bring the point feature, associated with the center point of the ball (i.e., the candidate image 
moment representing the ball), to the center point of the image while minimizing the motion and also the energy 
consumption based on a quadratic performance index. A control-space parametrization was also carried out to conduct 
the optimization over an infinite horizon in real time by using an exponentially-decaying basis function based on 
orthonormal Laguerre functions, [3]. It is note worthy that this parametrization will guarantee an asymptotic stability 
via successive linearization of the nonlinear system, [4]. 

3. Results 
Figures 2a and 2b show a representative of the results on tracking a ball in the image. The ball was located at the 
center point of the image initially, then moved diagonally towards the image’s right-bottom corner, and finally came 
to rest. The 2-DOF model helicopter tracks the ball attempting to bring the image of the ball to the center point of 
the image plane. 

     
Figure 2a: Pitch angle vs. time when tracking a ball. Figure 2b: Yaw angle vs. time when tracking a ball. 
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Abstract: For measuring the shape and out-of-plane deformation of an object located at long 
far distance with spatial resolution of sub-millimeter, we proposed the fringe projection method 
based on three-beam interference. In this paper, we demonstrate the measurement of the depth 
interference fringe projected on an object that located at 600 mm distance from the camera. 

 
1. Introduction 

Fringe projection is the method that the shape and displacement of an object can be measured non-destructively 
and non-contactly by irradiating the spatially intensity-modulated light or interference fringes [1, 2]. However, 
the imaging with the camera, which is significantly tilted respect to the optical axis of the light source, is required 
to obtain information along the out-of-plane direction. Thereby, it is difficult to keep the size of the measurement 
system. When interference fringes are used, the resolution with sub-micrometer order can be obtained, and then 
it is not suitable for measurement of large structures. 

To solve these problems, we proposed a shape and out-of-
plane deformation measurement using fringe projection based 
on three-beam interference. In this method, a fringe pattern, 
which has an intensity variation along the optical axis 
direction, can be obtained by the three-beam interference. 
Since the shape of the object in the out-of-plane direction 
appears as a contour as shown in Fig. 1, it can be directly 
measured by the camera. In addition, it is possible to measure 
a distant object while keeping the approximately coaxial 
arrangement between the light source and the camera. In the 
paper, to confirm the basic principle, we demonstrate the 
measurement of the depth fringe pattern projected on an object 
that located at 600 mm distance from the camera.  
 
2. Fringe Projection Based on Three-Beam Interference 

When superimposing two collimated beams E0 and E1, the interference fringe, which has the intensity variation along 
the orthogonal direction with the axial-direction, is appeared. The pitch of this interference fringe ds is expressed as 

                                      (1) 

where, l is wavelength of the light source and q1 is the angle between E0 and E1. When q 1 ≈ 0, Eq. 1 can 
be transformed as 

                 (2) 

As shown in Fig. 2, the case of the three-beam interferometry 
involving third beam E2, the interference fringe with 
intensity distribution along the axial-direction because two 
interference fringes by E0, E1 and E2 are superimposed. Here, 
the angle between E0 and E2 is q2 and then q 1 = q2. In Fig. 3, 
the pitch of depth fringe pattern dL is expressed as 

(3) 
 
In addition, when q1 ≈ 0, similar to Eq. (2), Eq. (1) can be 
transformed as below. 

Fig. 1. Conceptual image of our 
method. 

Fig. 2. Conceptual image for three-beam 
interference. 
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    (4) 

In this method, the interference fringe, which has the intensity variation 
along the optical axis, can be generated using the three-beam interference. 
By projecting this fringe pattern onto the object, it is possible to directly 
obtain the shape and out-of-plane deformation without the interpolation 
and the coordinate transform by inclining the camera. 

The depth fringe pattern is appeared by the difference in contrast of 
fringes of the two-beam interference. It is possible to extract only this 
contrast difference by calculating the amplitude distribution of fringes 
using the sampling Moiré method [3]. 

3. Experiment 

We performed an experiment for confirming the principle of three-beam interference. The optical setup is shown 
in Fig. 4(a). A collimated laser beam (wavelength is 532 nm) is divided by three mirrors into three parts. Mirror1 
and mirror2 are slightly tilted so that divided beams interfere on the object. Then, the interference fringes on the 
object is captured by the camera. Here, a rough-surface object, which has the plane tilted by 40° on x-axis respect 
to the optical axis of E0, is used as shown in Fig. 4(b). 

Figure 5(a) shows the interference fringe captured by the camera. In Fig. 5(a), small pitch fringes by two-
beam interference were appeared in area W, whereas these fringes were almost not appeared in area B. In 
addition, Fig. 5(b) shows an amplitude distribution 
of depth fringe pattern obtained by the sampling 
Moiré method. By calculating the amplitude 
distribution, W area became the bright and B area 
became the dark, respectively. Thereby, we can see 
the depth fringe by three-beam interference. Here, 
the obtained pitch of the depth fringe was 
approximately 7.00 mm. Considering that the 
object’s surface tilted by 40°, the resulting pitch of 
the depth direction was calculated using Eq. (4) to 
be 6.94 mm. Therefore, the value of the experimental 
result agreed with the calculation result of Eq. (4). 
From the result, we confirmed that the depth 
direction interference fringes were caused by the 
interference of the three beams. 

4. Conclusion 

We demonstrated the measurement of the depth 
interference fringe projected on an object that 
located at 600 mm distance from the camera. From 
the results, the depth fringe by the three-beam 
interference was confirmed. In the future, we 
perform the measurement for the out-of-plane shape 
and displacement of an object by performing the 
phase analysis to the obtained depth fringe. 
 
[1] C. Quan, et al., “Shape measurement of 
small objects using LCD fringe projection with phase 
shifting,” Opt. Commun. 189, 21–29 (2001). 
[2] M. Schaffer, et al., “Coherent two-beam 
interference fringe projection for highspeed three-
dimensional shape measurements,” Appl. Opt. 52, 
2306–2311 (2013) 
[3] S. Ri, et al., “Sampling Moiré method for 
accurate small deformation distribution measurement,” 
Exp. Mech. 50, 501–508 (2010).  

Fig. 3. Relation between ds and dL 

Fig. 4. Experimental setup, (a) schematic illustration, 
(b) picture of object. 

Fig. 5. Obtained images, (a) captured interference 
fringe, (b) calculated amplitude image. 
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Abstract: An optomechatronic measurer of optical fibers parameters of single (SMFs) and multi-
mode fibers (MMFs) based on digital image processing is reported. With this system, it is possible 
extract the intensity profile from the output light of the fiber output end projected into a screen. A 
mechanical position system moves the screen at long an axis with millimetric precision, and with a 
commercial smartphone camera which is sensitive to near-infrared (NIR) the transverse intensity of 
the light over screen is captured in images. The processing of the image lets to extract the 
information necessary for the simultaneous measurement of the numerical aperture (NA) and mode 
field diameter (MFD) on several commercial fibers. Measurements from different fiber optical 
validate the performance of this system. NA and MFD measurements are compared to the values of 
the certificate of compliance from manufactures with a ±10% error. 
 

1. Introduction 

Numerical aperture (NA) and mode field diameter (MFD) are two of the most important optical fiber parameters in 
single-mode fibers (SMFs). Both parameters give information about how the light diverges from the output fiber end 
and the beam size, so that they let estimate the coupling efficiency with other fibers or optical devices. They are an 
indication of the beam quality. The NA denotes the maximum angle of incidence, with which any incident light beam 
is propagated through the fiber core without refraction at the core-cladding interface [1]. On the other hand, the MFD 
specifies a measure of the transverse extent of the electromagnetic field intensity of a mode of light in an optical fiber 
cross-section [2]. NA and MFD are used to predict launching efficiency, joint loss at splices, micro/macro bending 
performance, estimate joint losses between fibers, coupling efficiency, the effective cross-section area, backscattering 
characteristics, and even waveguide dispersion [3]. There are techniques used for measuring these parameters, the 
detection systems directly receive the output power from the fiber [4], either in the near field (NF) or the far field (FF) 
[5] by using visible and near-infrared (NIR) laser sources [5]. But the detection systems (photodetectors, cameras or 
CCDs) often may limit the allowable power that can be measured. Despite this, there are commercial systems that 
measuring one or the other parameter, but the manufacturers do not provide any detail about the processing methods 
are used for this purpose [6].  

2. Experimental Methodology 

In this work, we demonstrate an optomechatronic system that is based on the intensity profile extraction from images, 
for the simultaneous measurement of the NA and MFD by means of digital image processing of the output light 
projected into a screen [7]. The camera used in this work consists of a low-cost smartphone camera in front to the 
screen and reduces significantly the cost of the whole measurement equipment to a few hundred of dollars. The digital 
image processing is applied to images in different distances between the fiber output end and a screen. The rectification 
of perspective distortion from the images is made using homography transform [8]. In Fig. 1. is presented the 
conceptual design schematic diagram of measuring system principle. According to [1], given the geometry of the 
system, the NA can be calculated by:  

=> = #qmΩ& = sin(+„mCD(ü 2*⁄ )) (1) 

where z is the distance between the emitting end of the fiber and the screen, D is the position corresponding to the v 
point where intensity drops to 1 43⁄  SMFs and 5% MMFs of the maximum light intensity measured by the camera. 
The MFD is the diameter where the optical power drops to 1 43⁄  from its peak level in a SMFs output end. In 
accordance with the TIA/EIA FOTP-191, in Ref. [9] the MFD is calculated using the Petermann II method: 
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where “(') is, the normalized power acquired from the image, r is the wave number, t"„' is the maximum half-
width of the D position corresponding to the v point where intensity drops to 1 43⁄  and z is the distance between the 
fiber output facet and the screen, in the setup. The fiber output end is mounted onto a xyz – positioner. It is moved 
and controlled with micrometric precision from the PC. 

 
“Fig. 1. Conceptual design of the Optomechatronic instrument: (a) smartphone camera; (b) fiber holder; (c) xyz – positioner; 

(d) screen; and (e) mechanical positioning system drive.” 

3. Results 

Once the system is calibrated, the images are acquired and analyzed. The value of spot size D is determinate with the 
information vector, that is extracted from the intensity profiles. The measured data is used to compute the NA and the 
MFD using Eq. (1) and Eq. (2), respectively. In order to test the system performance, several commercial fibers were 
used for the measurement of their NA and MFD. An ytterbium fiber laser (PYL-10-LP, 1060 nm, 10W, IPG Photonics 
Corporation) and a wavelength-stabilized fiber-coupled diode laser (K976AA2RN, 976 nm, 18W, BWT Beijing) are 
used as the pump sources for the SMF and MMF, respectively. Table 1 show that the instrument has a good and 
reliable performance, with a ±10% error. 

 
Table 1. NA and MFD measurements compared to the data from manufactures 

Fiber Type λ 
(nm) 

NA Meas. NA 
data 

% Error MFD Meas. 
(µm) 

MFD (µm) 
data 

% 
Error 

Manufacturer 

1060xp 
SMF 1060 

0.14 ±0.003 0.14 4.68 6.17 ±0.37 6.5 5.67 Nufern 
UHNA3 0.37 ±0.013 0.35 6.29 2.17 ±0.14 2.4 9.36 Nufern 
PS980 0.14 ±0.011 0.14 6.78 6.02 ±0.81 5.8 3.92 Fibercore 

HCF-250-27 
MMF 976 

0.45 ±0.029 0.46 1.90    Coractive 
MM-S200 
/220-22A 0.22 ±0.008 0.217 5.94    Nufern 

4. Conclusions 

An instrument for the simultaneous measuring of the NA and MFD of SMFs based on acquisition and processing of 
the output light projected into a screen was demonstrated. This instrument is a great advantage of being able to measure 
the NA and MFD simultaneously, and can be very useful for other processes, for example thermal core diffusion, 
estimate joint losses between fibers, and so on. The advantages of this measurer are (1) it is possible to measure higher 
powers without risking the integrity of the photo-detection system since in certain sense is an indirect measurement; 
(2) it is simple to operate; (3) it is low cost, robust, portable and reliable measurement system. 
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Abstract: In this work we present the behavior of the Particle Swarm Optimization (PSO) algorithm 
modeling the environment of a mobile robot with the presence of virtual obstacles of regular and 
non-regular geometries. The image is acquired by a webcam and processed with OpenCV to obtain 
the start/end points of the trajectory plus modeling the scene and the cost function depending of the 
chosen shape descriptor. The intermediate points of the trajectory are generated by the PSO 
algorithm and used by a differential mobile robot, decomposing the movement in rotative and linear 
displacements. As a result, we present the comparative of the optimum trajectories generated with 
conical descriptors, region descriptors and Y-axis using the same random trajectory. 

 
1. Introduction 

Obstacle evasion in mobile robotics is one the common tasks that are required to do a specific job such as material 
transportation, environment recognition, object search, etc. 

An alternative for the mobile robots to execute their tasks is under the supervision of their environment using 
surveillance cameras. In these conditions, it is possible to calculate a precise and fast movement considering obstacle 
evasion and environmental hazards. To do so, there are several techniques for searching the optimal solution in 
dynamic and lineal programming but the computing cost is high. Another approach is the use of heuristic algorithms 
which speed of convergence to an optimal solution is higher [1].  

The Particle Swarm Optimization (PSO) is a heuristic algorithm based on the social behavior where the evaluation 
to the best solution to a problem is based on the individual and collective experience of a group of agents [2]. 

In this work we present the optimum solutions generated by the PSO algorithm with different perspectives of scene 
modeling. Once the layout is generated, the optimal solution is calculated avoiding the obstacles, covering the less 
possible distance with the less curvature. The trajectory is used to control a differential mobile robot.  

2. Methodology 

Considering a scenery supervised by an aerial camera as shown in Figure 1a, where the mobile robot has to navigate 
from a start point to an end point using the shortest trajectory while avoiding obstacles. The solution to this problem 
comprehends the acquisition of an image and the extraction of the characteristics that describe the environment (Figure 
1b), until the calculation of the optimal trajectory and it decomposition into simple movements of the robot. 

 
(a) 

 
(b) 

Fig. 1.  Representative scheme of the problem: (a) Scene supervised by a camera, (b) Description of the scene using DIP (red: 
start point, blue: end point, green: obstacles). 

 
Once the image is captured and processed using RGB segmentation to identify the objects (obstacles), their shape 

is detected in order to calculate the trajectory. The shape of an object can be detected using their contour and 
characterized using algorithms such as convex hull, polygonal approximation, invariant moments, etc. [3]. Our work 
presents the use of descriptors such as centroids, smallest enclosing circle [4], area, bounding rectangle and convex 
hull.  
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For the generation of the optimal trajectory we apply the Particle Swarm Optimization (PSO) algorithm [5,6] which 
consists that n particles, which each particle is a vector that represents the solution to the problem, are ruled by 3 
principles: 

1. Keep their inertia when they memorize the last flight direction. 
2. Change their condition according to the best optimal solution. 
3. Change their condition according to the best optimal solution of the hive. 
The best solution given represents the spatial function of the trajectory that the mobile robot has to follow 

considering the starting point as (0,0). Finally, the optimal trajectory, which is the shortest one with the lesser 
curvature, is decomposed into lineal a rotational movement of the differential robot, as shown in figure 2. 

3. Results 

For the modeling of the scene we considered 2 situations, the first is only taking the shortest trajectory and the second 
is considering also the curvature. For these simulations we applied the PSO with different shape descriptors such as 
conical descriptor, region descriptor and Y-axis. Results of the optimal trajectory is shown in figure 2. 

 

 
(a) 

 
(b) 

Fig. 2. Execution of the optimal trajectory. (a) Evolution of the movement of the robot. (b) Decomposition of the trajectory into 
rotational and lineal ones 

 
The optimal trajectory with les computational cost was obtained using Y-axis codification for the shape detection 

of the obstacles (figure 2a). The different movements done by the differential robot during the execution of the 
trajectory are shown as X,Y,q displacements (figure 2b). 

4. Conclusions 

In this work we presented the behavior of the PSO algorithm applied for trajectory calculation of a mobile robot. The 
algorithm was tested with different shape descriptors as scene models, the ones we used were Y-axis, region descriptor 
and conical descriptor, being Y-axis the one that presented the smallest computational cost. The optimal trajectory 
obtained by the PSO was decomposed into discrete points in order to send different displacements for the control of a 
differential mobile robot. Finally, we made the comparison of the different optimal trajectories generated by modifying 
different shape descriptors. 
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Abstract: In this work the development of a low-cost solar sensor capable of locating the position 
of the sun through photo-sensors is presented. In addition, the sensor is integrated with the 
instrumentation to provide the information of a solar position algorithm. As preliminary results, we 
present the methodology followed for the development of the sensor as well as the theoretical 
characterization carried out through the Tonatiuh software. 

 
1. Introduction 

Having a good solar tracking module for Concentration Photovoltaics (CPV) systems or Concentrating Solar Power 
(CSP) systems is fundamental to achieve maximum efficiency. In practice, there are two ways of locating the position 
of the sun with respect to an observer on earth: i) Solar location in open loop and ii) Solar location in closed loop. In 
the first case the estimation of the position is made through the solar coordinates, which requires some input parameters 
such as the observer's geographical position, date, time, altitude and orientation, among others. Solar tracking systems 
in open loop have the advantage of not being affected by cloudiness. However, it is essential to provide the system 
with the necessary instrumentation to obtain the input parameters in real time. On the other hand, closed-loop solar 
location generally employs photosensors and, although these systems are more complex, they have the ability to 
achieve a high solar tracking precision, so they are used in systems where accuracy is fundamental, for instance in 
CPV and CSP systems. In recent years, hybrid solar tracking systems have been presented where an algorithm based 
on the solar coordinates provides rough tracking photodiode-based sensor allows for fine tracking in closed loop. In 
this paper we present the development of a solar sensor integrated by a quadrant of photodiodes, an accelerometer, a 
magnetometer, an altimeter, a barometer and a temperature sensor which provide the necessary data to carry out hybrid 
tracking without using external instrumentation. 
 
2. Methodology 

The development of the proposed sensor is divided into two parts. The first one consists of the location of the apparent 
position of the sun using the commercial quadrant of photodiodes QP5.8-6 TO (5.8 mm² Quadrant PIN detector) 
shown in Figure 1, which produces a current proportional to the incoming sun radiation. These quadrant of photodiodes 
consists of four separate P on N silicon photosensitive surfaces. They are chosen because of their high sensitivity, 
small gap and low dark current. In order to detect only direct radiation from the sun, a plastic cover with a 1mm hole 
was designed as shown in Figure 2. The photodiode ?q	produces the current n?q	according to the incident radiation. This 
current is linearly converted into a voltage f?q	by a transimpedance quad amplifier SLG88104 [1]. With the 
configuration shown in Figure 2 and equations (1) and (2), the ideal position occurs when the tracking system places 
the sensor perpendicular to the sun's rays, then the following equalities hold  f?1	 	 	=	f?2	 	 	=	f?3	 	 	=	f?4; i.e.  '	 	 =	
0	 	 and 
)	=	0. On the contrary, when the sensor is not perpendicular to the sun, a voltage difference between the photodiodes 
is generated, which is detected by a controller that activates the tracking system until the solar sensor is placed in its 
ideal position 
 

' =
(fED + fE§) − (fE3 + fEÕ)

fED + fE3 + fE§ + fEÕ
																																																																									(1) 

 

) =
(fED + fE3) − (fE§ + fEÕ)

fED + fE3 + fE§ + fEÕ
																																																																									(2) 
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Figure 1. Four Quadrant Photo detector QP5.8-6 TO Figure 2. Sketch of the proposed sun sensor 
 
The second part of the mini solar sensor consists of a microcontroller (µC) PIC18f2550 that processes the signals p 
from all the elements that are part of the sensor: an MPU9250 module to obtain the acceleration in two axes, 
temperature, atmospheric pressure and altitude with respect to the sea level, and the module QMC5883l that indicates 
the direction of the magnetic north with the objective of referencing the tracking structure. The communication 
between the microcontroller and the modules is done through the communication protocol I2C. With the information 
of all the elements installed in the sensor, it is planned to use one of the state of the art high precision solar tracking 
algorithms [2] to perform hybrid solar tracking without the use of other external sensors. It is important to mention 
that the total cost of the proposed sensor is less than 130 USD, which is a lot cheaper than the cost of high precision 
commercial solar sensors [3]. 
 

   
 
  Figure 3. General configuration of the solar sensor with the        Figure 4. Proposed sensor 
                   tracking system. 

3. Results 

Until now we have developed the first solar sensor prototype. The theoretical characterization of the sensor was carried 
out using the Tonatiuh ray tracing software. As a result of the analysis we found that it is possible to locate the position 
of the sun at an angle maximum deviation between the normal of the sensor and the sun's rays of 30°. It is important 
to mention that a wide opening angle decreases the accuracy of the sensor, thus, it is initially necessary to pre-orient 
the solar sensor until the sun is within its opening angle. The pre-orientation will be carried out through a solar position 
algorithm running on the microprocessor. 

4. Conclusion 

This work presents preliminary results obtained in the development of a low-cost solar sensor capable of tracking the 
sun through a quadrant of photosensors and with the ability to feed the required data for a hybrid tracking algorithm. 
We also have implemented a tracking algorithm using a microprocessor. We believe that the development of this 
sensor will improve the performance of hybrid tracking systems reaching the level of precision required in high solar 
concentration systems at a low cost. 
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Abstract: The safety of people and their assets against fires is of paramount importance for all large 
building complexes. The conventional smoke detector has a 50% success rate in preventing fire 
outbreaks within buildings. In the case of a fire outbreak requiring immediate but ordered 
evacuation, the conventional procedure requires the detection of smoke, then the recognition of the 
fire alarm sound and an instinctive evacuation response often aided by exit route signs. This project 
introduces a real-time multipoint temperature monitoring system with an audio-visual emergency 
response interface aimed at enhancing fire detection and the evacuation procedure so as to reduce 
the likelihood of harm and damage from interior fire outbreaks. 
 

1. Introduction. 

It is necessary for every facility to have interior safety measures and an emergency response plan in place to protect 
people and their assets during occurrences of danger. These include fires, bomb threats, gas leaks, earthquakes, 
tornados, hazmat spill and violence. The most common and still the worst danger to occur within a building is an 
accidental fire. Accidental fires are one of the most deadly and costly natural disasters in existence today. They occur 
anywhere and anytime, mostly when we least expect them; damaging billions worth of property in the process. 
 
Though flames can cause serious burns, most injuries and deaths in fires are related to smoke inhalation and a lack of 
oxygen. Smoke and toxic gasses from fires are much more dangerous than the flames themselves [1]. In addition, heat 
is even more dangerous. The high heat in a burning room can cause additional injuries. The air at eye-level in a burning 
building can reach up to 300 degrees Celsius, causing serious burn injuries without ever coming into contact with the 
flame. It is important therefore to have a well-planned, continuous, unobstructed exit route so that everyone in the 
building may escape unharmed in the event of a fire [1]. 
 

2. Our project. 

The objective is to design and operate a heat detector, as an effective reinforcement solution to counter the 
disadvantages of smoke detectors and establish a smart interface for fire emergency alerts and evacuation purposes. 
There needs to be a way of reinforcing the present function of smoke detectors by using advanced heat detectors so 
that fire detection may be more effective and reliable. 
 
There are certain fire-protection applications where smoke detectors are not suitable nor adequate. These include non-
life-safety installations where the environment has too many airborne particulates. These may be due to excessive 
steam, moisture, dust, humidity or temperature. These include attics, kitchens, garages, warehouses, storage facilities, 
elevator machine rooms and electrical closets. 
 
High ceiling buildings make the installation of smoke detectors difficult and less effective. Fires that start due to 
overheating or intense flames cannot be detected until smoke is released during combustion. This occurs after some 
form of damage has already been done. Smoke detectors applied in these environments and conditions are useless and 
cost prohibitive from a maintenance standpoint [2]. This work proposes the use of semiconductor, fiber optic and zero- 
contact photoluminescence heat detectors. 
 
In addition, in most premises, the evacuation in case of fire will simply be by means of a warning signal produced when 
a fire is discovered. People then make their way out of the building by the means of exit signs. They however are 
never certainly sure that they are moving in the right direction and not towards the fire. 
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In some larger complex premises, it may be more appropriate to start the evacuation by initially evacuating only the 
area closest to the fire and warning other people to stand by. This is called a phased evacuation [3]. It reduces panic, 
avoids congestion at the escape routes and lowers the risks of injury. A Labview algorithm that interfaces multiple 
computers is reported as the tested solution. 
 

Fig. 1. Project objective equation 
 

 

 
Fig. 2. Overview of the Specified Tools and their interaction and the evacuation interface [4-5] 
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Abstract: Multi-level two-dimensional data arrays were investigated as a way of increasing the 
capacity and data transfer rate of holographic memory. We investigated sampling of a four-
amplitude-level data array and found that sampling rate required for decreasing the symbol error 
rate with the multilevel array was higher than with a two-amplitude-level data array. We then 
devised a data array with black areas between symbols and confirmed that symbol error rate for it 
could be reduced when the sampling rate was 2. 

 
1. Introduction 

Holographic memory has been investigated as a recording system with a large capacity and a high data transfer rate. 
The digital data to be recorded and reproduced are arranged two dimensionally into “data pages”. A spatial light 
modulator (SLM) is used for recording the data, and a two-dimensional sensor is used for reproducing the data. By 
changing the incident angle of the beam entering the medium through a galvanometer mirror (GM), different data 
pages can be stored at the same position in the medium, thereby making a large capacity memory possible. The data 
transfer is fast when the sampling rate, which is defined as the data page symbol pitch divided by the sensor pixel 
pitch, is low, because the required number of pixels in the sensor is small, but the signal to noise ratio (SNR) of the 
reproduced data deteriorates. In a conventional holographic memory, the amplitude level of symbols in the data pages 
is two and the sampling rate is less than 2 [1]. Multi-level symbols have recently been investigated as a way to increase 
the capacity and data transfer rate [2,3]. However, noise caused by sampling, interference and scatter in the optical 
setup and medium affect multi-level symbols more than they do two-level symbols. In this study, we investigated 
sampling of data pages with four-amplitude-level symbols, devised a data page structure that can reduce the error of 
the reproduced data page at a sampling rate of 2, and confirmed its effectiveness experimentally. 

2. Principle of holographic memory and investigation of sampling rate 

Figure 1 shows a schematic image of the optical setup in a holographic memory. The signal beam is amplitude 
modulated by the SLM displaying the page data in the path of the signal beam. Figure 2(a) shows an enlarged image 
of the data page to be recorded. Symbols in the data page have one of four levels: 0, 85, 192, or 255. The signal beam 
is focused on the medium. The reference beam arrives at the medium after going through a GM, which controls the 
beam’s direction. By changing the incident angle of the beam on the medium by using the GM, another data page can 
be stored at the same position. When reproducing the data, only the reference beam enters the hologram medium. The 
reconstructed beam with the data page is obtained from the hologram, and data is reproduced by capturing the beam 
with the sensor. 

We simulated sampling of data pages by a sensor to investigate the degradation of the reproduced data when a 
four-amplitude-level data page is captured. The simulation considered only noise due to sampling. Figure 3 shows the 

 
 
 

   
(a)  (b) 

Fig. 2 Enlarged image of four-amplitude-level data page: 
(a) conventional and (b) proposed. 

 
Fig. 1 Optical setup of holographic memory 

PBS

PBS

SLM

Laser

Media

Mirror

ò /2 plate

Shutter Spatial filter

Reference beam
for reproduction

GM

GM
Reference beam
for recording

PBS

Sensor

Signal beam

Lens ò /2 plate

Mirror

Spatial filter

Mirror

Relay lens

Relay lens

Lens
Spatial 
filter Mirror



19th International Symposium on Optomechatronic Technology 
Cancún, México, Nov. 05-07, 2018 

 153 

symbol error rates (SER; error rate of brightness symbols) depending on the sampling rate of the sensor. Since it is 
difficult to make the relative positions of the sensor pixels and symbols completely correspond over the entire data 
page due to distortion caused by the lens, we determined the SERs at various relative positional gaps and averaged 
them. When the sensor pixel’s position completely corresponds to the symbol’s position in the data page, the relative 
positional gap is 0 and this position is set as the reference point. Positional gaps of ±1/6, ±1/3, and ±1/2 hence 
correspond to sensor positions that are ±1/6, ±1/3, and ±1/2 of a pixel pitch away from the reference point. The SERs 
decrease in accordance with an increasing sampling rate in each condition. When the sampling rate is 2 and relative 
positional gap is 0, the SER of the reproduced data becomes zero. But when the relative positional gap is not zero, and 
especially is ±1/2, the reproduced data deteriorates and the SERs increase. However, if we can find a condition where 
the degradation does not occur even if the relative positions do not correspond, we can reduce the SER without having 
to increase the sampling rate. 

3. Data page structure for reducing the error rate 

To reproduce data with a low SER in the case where the relative positions do not correspond, we devised a data page 
structure in which black areas are inserted between the symbols, as shown in Fig. 2(b). The symbol pitch is the same 
as that of the conventional data page structure in Fig. 2(a), but the bright area decreases to 1/4; namely, the fill factor 
is 1/4. Figure 4 shows the SER in accordance with sampling rate for the proposed data page. Even if the relative 
positions do not correspond, the SERs are zero at a sampling rate of 2. 

Next, we experimentally recorded and reproduced the proposed data pages using the optical setup shown in Fig. 
1. The symbol size was 16 µm, and the sensor pixel size was 8.35 µm; accordingly, the sampling rate was 1.9. By 
changing the incident angle of the reference beam by using the GM, we recorded five data pages with angle 
multiplexing and reproduced them. We confirmed that reproduced data were error-free after error correction for all 
data pages. 

4. Conclusions 

To increase the capacity and data transfer rate of holographic memory, we investigated the relation between the 
sampling rate of the sensor versus the data pages and the SER of the data pages with four-amplitude-level symbols. 
We found that the sampling rate in the case of two-amplitude-level symbols is not enough to reduce the SER when 
using four-amplitude-level symbols. Upon noting that the SER becomes zero at a sampling rate of 2 when the relative 
positions of the symbol and sensor pixel correspond, we devised a data page structure that does not increase the SER 
even if the relative positions do not correspond. The proposed data page includes black areas between the symbols, 
and we found that the SER becomes zero at a sampling rate of 2 even when the relative positions of the symbol and 
pixel do not correspond. In addition, we experimentally confirmed that the reproduced data was error-free after 
decoding the proposed data pages. This method is effective for multi-level recording in holographic memory. 
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for digital holographic data storage,” Opt. Lett., 23, 1218-1220 (1998). 
[3] T. Utsugi, “Spatial Differential Encoding and Wavefront Estimation for Phase Multi-level Holographic Data 
Storage,” ISOM’17 Tech. Dig., 2017, Tu-G-2 (2017).  

 
Fig. 4 symbol error rate as a function of sampling rate with 
black area in data page shown in Fig. 2(b) 
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Fig. 3 Symbol error rate as a function of sampling rate in 
four-amplitude-level data page shown in Fig. 2(a)  
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Abstract: A single-pixel camera composed of optical coding masks, a photo detector, and a 
decoding computation has an important feature of no image sensor for imaging, therefore it has very 
simple optical and electrical architectures. The optical coding masks whose implementation is a 
novelty of our research are composed of holes on a substrate, and arranged on the circumference of 
a disk enables us to switch the masks with its rotation. The main features are small wavelength 
dependence other than air for wideband spectral imaging, and the simple structure. The spectral 
imaging for a sample composed of three color films is demonstrated, and the accuracy of the 
proposed system is evaluated. 

 

1. Introduction 

Spectral imaging [1,2] is very effective in various fields of biology, food science, health science, medicine, remote 
sensing, and astronomy. It acquires the wavelength information in addition to a two-dimensional (2D) light intensity 
distribution that is an image. There are four types of optical configurations for the spectral imaging. The optical 
configurations are decided by the way that the three-dimensional (3D) spectral image data cube (x, y, λ) are obtained 
by a one-dimensional (1D) sensor or a 2D array sensor. The most straightforward configuration has a spectrometer 
composed of a dispersive device and a 1Darraysensor, anda2Dscanneralongtwolateral direction (x and y) by either 
moving the sample or steering the beam. 

The single-pixel imaging architecture [3-5] is composed of optical coding masks, a photodetector, and a decoding 
calculation. The biggest feature is simple optics and simple electronics because it can perform an imaging without an 
image sensor. The implementation with a simple photodetector for the light detection gives wide opportunity for 
developing a new imaging system. Especially, it is very effective when an image sensor with a sufficient performance 
cannot be available for a given budget or in a frequency region that an image sensor is not existed at present. The 
spectral imaging can be performed without a special technique only by replacing from the photodetector to a 
spectrometer. The coding masks are mostly implemented by a liquid crystal spatial light modulator (LCSLM) and a 
digital micromirror device (DMD). The spectral property of these devices gives a limit in the spectral imaging. The 
key idea of this study is that the coding mask is made of hole arrays drilled in a plate. It has no wavelength dependence 
except for an optical absorption of air. The hole arrays are placed on a disk that is rotated to change the cording mask. 
Itis also possible to operate the rotation with a hand. The coding masks are made of holes arrays drilled in a plate, 
which is the key idea in this research. The most important feature of the light modulation using holes is no wavelength 
dependence except for an optical absorption of air. In addition, it has an easy and low-cost fabrication. The hole arrays 
are placed on the circumference of a disk that is rotated to change the cording masks. 
 
2. Experimental setup 

Figure 1 shows an experimental setup for the single-pixel spectral imaging. The experimental setup was composed of 
an illumination light source, coding masks on a rotational disk, a spectrometer, a set of relay lenses, a laser, and a 
computer. A transmissive object was illuminated with white light generated by a halogen lamp (MHAB-150W-100V
�Moritex). The light passing through the object was imaged on a coding mask and spatially encoded by the coding 
mask. The disk was rotated with a motorized rotation stage to evaluate the system performance. The arrangements of 
the holes were the pseudo-Hadamard matrix that the value of -1 was changed to the value of 0. Therefore, the first 
pixel had a lot of noises. The disk had another hole at the symmetric position of each mask for indicating the position 
of the light detection (a position indicator) illuminated by a He-Ne laser. The encoded image was detected by a fiber-
based spectroscope (C7473, Hamamatsu) through the relay lenses. The spectral range was from 200 nm to 950 nm 
with the resolution of < 2 nm. The spectrum was continuously detected at the minimum sampling period of 19 ms 
while the disk was rotating, and the intensity for each mask was extracted by referring the position indicator signal. 
Finally, the inverse matrix calculations were performed at each wavelength. 
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Fig. 1 Experimental setup. 

	
Figure 4 shows an object and the reconstructed spectral images. The object shown in Fig. 4(a) was made of plastic 
color films with different spectral transparencies, which were put on the frame. The spectral images fat 500, 600, and 
700 nm are shown in Fig. 4(b). Figure 5 shows the spectrum of the red film from 300 nm to 750 nm. The red curve 
was obtained by an ordinary spectroscopy. The dots were obtained by the single pixel spectral camera. They were 
well agreed. The measurement RMS errors were 2.82% on the red film, 5.12% on the blue film, and 2.28% on the 
blue film. 

 

Figure 2 (a) Object made of plastic color films with different spectral transparencies. (b) The 
spectral images at 500, 600, and 700 nm. 

 
We developed a new implementation method of a single-pixel camera for spectral imaging. The optical coding masks 
were composed of holes on a substrate, and arranged on the circumference of a disk enables us to switch with a rotation 
of the disk. The main features are small wavelength dependence other than air for wideband spectral imaging, and the 
simple structure. The spectral imaging for a sample composed of three color films was demonstrated, and the 
measurement accuracy of the present system was less than 3% at red channels. The spectral range from 300 to 750nm 
depended on the performance of the spectrometer we used. The next subjects of our single-pixel spectral camera will 
be to improve the detections speed and the spatial resolution. 
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Abstract: A feature quantity type whole-space tabulation method (F-WSTM) was proposed by 
authors to make 3D shape measurement devices robust for vibrating. This method makes possible a 
camera calibration-free 3D shape measurement. Three phase information obtained with three 
projectors are used to obtain 3D coordinates without any camera parameters. That is, change of lens 
position does not cause the systematic error. In this method, focusing, zooming, pan and tilt are 
available anytime. In this paper, the optical design to produce the 3D shape measurement device 
using the F-WSTM and the prototype of the 3D shape measurement device are shown. 

 
1. Introduction 
3D shape measurement using fringe projection method is useful for many fields [1]. In the case of almost all of 
conventional methods, camera parameters are used to obtain 3D coordinates on the object surface. The method is, 
however, not robust for vibrating of the measurement device. Especially, the positions of an imaging sensor and lenses 
are changed easily owing to vibration. It causes some systematic errors.  

Authors proposed a feature quantity type whole-space tabulation method (F-WSTM) to overcome this problem. 
This method makes possible a camera calibration-free 3D shape measurement. Three projectors are used to perform 
3D shape measurement. 3D coordinates at a point on the object can be obtained from only three phases projected at 
the point. Any camera parameters are not necessary to measure 3D shape. That is, change of lens position does not 
cause the systematic error. In this method, focusing, zooming, pan and tilt are available anytime. 

In this method, the arrangement of three projectors is important. All sets of three projected phases should be 
obtained as an independent vector at each position in the measurement region. In this paper, the optical design to 
produce the 3D shape measurement device using the F-WSTM and the prototype of the 3D shape measurement device 
are shown. 

 
2. Principle and Optical design of F-WSTM 
In general, 3D coordinates (x, y, z) can be obtained from an independent set of three values mathematically. Figure 1 
shows the principle of the F-WSTM. Three projectors PA, PB, and PC are fixed in a 3D shape measurement device. 
Each projector is projecting grating pattern onto an object. Projectors PA, PB, and PC give phases fA, fB, and fC at 
point P, respectively. The phases fA, fB, and fC are obtained by a camera. A set of 3D coordinates (x, y, z) is obtained 
immediately from a table of feature quantities to 3D coordinates. The table is prepared in advance using reference 
planes on a calibration process. 

 

 
Fig. 1 Principle of F-WSTM 

 

 
 

Fig. 2 Example of optical design of 3D shape 
measurement device using F-WSTM 
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Three stable projectors are required for this method. Recently, authors developed a leaner LED device for 3D 
shape measurement [2]. A compact and stable grating projector can be produced using this device. A high-speed 
phase-shift is also available [3, 4]. Figure 2 shows an example of optical design of 3D shape measurement device 
using F-WSTM. If any sets of three projected phases are independent in the measurement area, 3D coordinates (x, y, 
z) can be obtained from the three projected phases. 

3. Experiment 

A prototype for confirming the principle of the F-WSTM was constructed as shown in Fig. 3(a). Figure 3(a) shows a 
measurement setup including a reference plane and a linear stage for calibration. Figure 4(a) shows a specimen with 
a 10.0 mm step. An area measured by the prototype is shown as the area surrounding with broken lines. Figure 4(b) 
shows the measured result. The 3D shape of the specimen was reconstructed as shown in Fig. 4(b). The measured step 
distance was 9.0 mm. In this case, the error was 1.0 mm and it was not small. The reason is presumed that the intervals 
of reference planes movement for the z-direction in the calibration process was 1.0 mm. 

4. Conclusion 

Authors proposed a F-WSTM as a robust 3D shape measurement. The optical design to produce the 3D shape 
measurement using the F-WSTM are introduced in this paper. We will evaluate the robustness of a prototype using 
this method as a future work. 
 

     
(a) Photograph                       (b) Measurement setup 

Fig. 3 Prototype of 3D shape measurement device 
 

        
 

(a) Specimen                      (b) Measured result 

Fig. 4 Result of 3D shape measurement using F-WSTM 
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Abstract: Here is reported the photovoltaic performance of organic solar cells (OSCs) by using a 
graphene oxide derivative in (OSCs), as hole transport layer (HTL). OSCs were based on 
PTB7:PC71BM blend as active layer and the alternative metal top electrode Field´s metal (FM, 
Bi/In/Sn: 32.5% 51% 16.5%), which can be easily deposited thought a vacuum-free process at 
regular atmosphere and low temperature (90 °C). To form the HTL, graphene oxide was chemically 
reduced with pentafluorophenylhydrazine, the fluorinated reduced graphene oxide (F5-rGO) was 
used to create a thin film by spin-deposition. Likewise, a bilayer of F5-rGO/PEDOT:PSS was also 
used as HTL. The best photon conversion efficiency (PCE) achieved from the fabricated OSCs for 
a single layer of F5-rGO was 5.82%. An increment in PCE (7.67%) for OSCs with a bilayer F5-
rGO/PEDOT:PSS as HTL was found. 

 

Organic solar cells (OSCs) have been widely investigated in recent years due to excellent advantages such as 
flexibility, lightweight, semi transparency in visible region and low-cost manufacture [1,2]. To date, the power 
conversion efficiency (PCE) of single cells has reached over 14% [3,4]. In addition, the highest solar cell efficiencies 
that has been achieved using two or more subcells (tandem cell), is 15%; they combine a solution-processed non-
fullerene-acceptor-based infrared absorption subcell and a visible-absorbing fullerene-based subcell grow by vacuum 
thermal evaporation [5].  

On the other hand, graphene has a high electrical conductivity, transparency, and high carrier mobility [6,7], these 
excellent properties makes it a great potential candidate for optoelectronic applications. Graphene derivatives can be 
used as different components in OSCs to serve a diverse range of functions, as transparent electrode, in the active 
layer and have been used as both hole and electron transport layers (HTL and ETL) in OSCs [8-9].  

Recently, we have reported the use of thermal reduced graphene oxide (T-rGO) as HTL, the T-rGO was deposited 
onto ITO glass substrates by reiterative spin-cast and thermal reduction processes in ITO/T-
rGO//PTB7:PC71BM/PFN/FM [11]. A PCE of 5.5% was reached with the 6-layer deposition of T-rGO; it suggested a 
good electronic alignment of 6-T-rGO films between ITO and the active layer.  

OSCs under the architecture ITO/HTL/PTB7:PC71BM/PFN/FM fabricated for this work are schematized in figure 
1, where HTL could be F5-rGO or PEDOT:PSS (reference), or F5-rGO/PEDOT. The bulk heterojunction (BHJ) OSCs 
were based on the fullerene derivative (PC71BM) as electron-acceptor and the polymer poly[[4,8-bis(2-
ethylhexyl)oxy]benzo[1,2-b:4,5-b´]dithiophene-2,6-diyl][3-fluoro-2-[(2-ethylhexyl)carbonyl]thieno[3,4-
b]thiophenediyl]] (PTB7, as electron-donor). 

 

 
Figure 1. Architecture of the OSC fabricated and tested in this work 
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Layers of F5-rGO were compared with the common reported PEDOT:PSS as hole transport layer in 
ITO/HTL/PTB7:PC71BM/PFN/FM devices. Under our studied conditions the best performance was reached in OSCs, 
tested under normal room conditions, with F5-rGO for a single layer, having a PCE = 5.82%, slightly less efficient 
than control device (PCE = 7.29%), achieved with PEDOT:PSS. On the other hand, a bilayer F5-rGO/PEDOT:PSS 
was used as HTL in ITO/HTL/PTB7:PC71BM/PFN/FM devices. OSCs showed a JSC of -15.65 mA/cm2, VOC of 0.79 
V, FF = 0.62 to give a PCE of 7.62%, an increase of 5% with respect to the PEDOT:PSS control device. This 
photovoltaic performance is compared with that of previously reported OSCs with Field´s metal by our group [11,12]. 
In addition, devices with F5-rGO/PEDOT:PSS showed the best stability and photovoltaic performance, it could be 
attributed to synergistic effects on the charge-transporting ability when simultaneously used as composite interfacial 
layers [13,14]. 

 

 
Figure 2. J-V curves of OSC with F5-rGO and PEDOT:PSS as HTL and FM as top electrode. OSCs were fabricated and tested 

under room atmosphere conditions. Used architecture: ITO/HTL/PTB7:PC71BM/PFN/FM 
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Abstract: In this work is reported the analysis of the number of deposited layers of reduced 
Graphene Oxide (rGO) functionalized with phenylhidrazine (PHrGO), as a hole transport layer 
(HTL) [1], in organic photovoltaic (OPV) devices. OPVs cells were fabricated under the bulk 
heterojunction architecture with the configuration glass/ITO/PHrGO/P3HT:PC61BM/FM. Field’s 
metal (FM) is a eutectic alloy, composed by 32.5% Bi, 51% In and 16.5% Sn, that melt at 65°C and 
is easily deposited on top of the electron transport layer (ETL) at low temperature (~ 90 °C) [2]. 
PEDOT:PSS film as a HTL is used as a control device, an improved power conversion efficiency 
(PCE) was observed, from 1% to 1.4%, by depositing a second PHrGO film, this PV performance 
achieved with this alternative HTL is promising and could be a replacement option of PEDOT:PSS 
that degrades the OPVs devices. 

 
 
Introduction. 

In photonics and organic electronics, poly (3,4-ethylenedioxythiophene):poly(styrene sulfonate) (PEDOT:PSS) is the 
material used as a hole transport layer due to its high optical transparency, solution processability, good work function 
, and high electrical conductivity. However, there is a drawback in its use due to its acid and hygroscopic nature that 
can damage a transparent electrode such as indium tin oxide (ITO), and decomposes the active layer materials such 
as P3HT:PCBM [3, 4]. These characteristics can drastically reduce the useful life of organic solar cells. 

To overcome these challenges, researchers are trying to replace the PEDOT: PSS film with alternative compounds 
that also could be processable materials in solution such as reduced graphene oxide (rGO) as a hole transport layer [5]. 
The r-GO is a suitable material for use in organic solar cells due to its easy processability of the solution, high Young's 
modulus, high electrical, thermal and optical properties; low weight and large surface area [6]. 

To further investigate the device, atomic force microscopy (AFM) analysis was carried out. Moreover, the proposed 
device´s electrical properties, such a current-voltage (J-V), power conversion efficiency (PCE), fill factor (FF), short-
circuit current density (Jsc), and open circuit voltage (Voc), were also studied. 

 

Experimental procedure. 

Figura 1 (a -d) shows the chemical structure of the organic compounds used in this study. ITO-coated glass was used 
as a substrate, initially was washed and agitated in a bath sonicator with chlorobenzene, acetone, ethanol for 10 min 
each. The HTL made of PEDOT:PSS was deposited by spin coating dispersion at 4500 rpm for 60 s onto an ITO-
coated glass substrate and annealed at 80°C for 20 min under atmospheric conditions. The HTL made of  PHrGO 
was deposited by spin coating dispersion at 3000 rpm for 60 s and annealed at 150°C for 30 min, and the same 
condition for the other layers. To fabricate the active layer, P3HT:PC61BM (1:0.8 wt ratio) were dissolved at 20 
mg/ml in chlorobenzene and then stirred for 16 h. Then, the active layer was spin coated at 1800 rpm for 60 s onto de 
HTL, and annealed at 80°C for 20 min. The specific area of OPV device was 0.07 cm2, finally the Field´s metal was 
deposited on top at 90°C. The J-V characteristics were measured under illuminated conditions of 100 mW/cm2. The 
surface morphology was investigated by using AFM-Nanosurf static mode. 
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Figura 1. Molecular structures of a) PEDOT:PSS, b) rGO, c)P3HT and d) PC61BM. 
 
Results and discussion 

The J-V characteristics curves are shown in Figura 2, an improved PCE was observed, from 1% to 1.4%, by depositing 
a second PHrGO film and consequently the short-circuit current density (Jsc) increases from 4.8 mA/cm2 to 6.2 
mA/cm2 because of the increase in charge carrier collection. In comparison with the values of the control device, 
where a PCE of 1.7% and Jsc of 7.3 mA/cm2 were obtained. 

 
Figura 2. J-V curves for OPVs devices. 
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Abstract: In this work, luminescent properties of silicon rich oxide (SRO) thin films obtained by 
sputtering is presented. The conditions of deposition of the films are the novelty of this work which 
consists on use targets of Si and SiO2 where the grown of SiO2 is constant and the Si is deposited 
around one minute in periods of time. The samples were characterized with photoluminescence 
(PL) and scanning electron microscope (SEM). The SRO films exhibit wide band 
photoluminescence (PL) spectra with the main components at 650 nm, 692 nm, 766 nm and 826 
nm. In general, the silicon nanocristals (nc-Si) and interface defects nc-Si/SiO2 are the two accepted 
process to produce the PL which corresponds to the range emission shown in the results. The 
micrographs of SEM reveal thickness from 103 to 130 nm. 

 
1. Introduction 
 

In the last years, many nanometric materials made of Si have been studied since the phenomenon of PL in range 
of visible of silicon porous [1 ,2]. Other material based on silicon is the silicon nanowire (nw-Si), where the nw-Si 
offer good properties for conductivity and PL [3]. In this work, the material based on Si is the SRO which it have 
been scoop from the scientific community due to silicon nanocristals embedded in a SiO2 matrix implies on low 
dimension and a good source of emission light in room temperature [4, 5]. However, absorption and emission are 
correlated with nc-Si quantum effects also to interface defects between to nanocristals and the matix [6]. The SRO 
could be deposit by many methods like low pressure chemical vapor deposition (LPCVD), hot filament chemical 
vapor deposition (HFCVD), plasma enhanced chemical vapor deposition (PECVD), sol-gel, ionic implantation and 
sputtering [7-12]. Furthermore, the methods mentioned are compatible with the fabrication technology of 
microelectronic and a lot of application such as no volatile memories, sensors and emission devices [8-10]. 
 
2. Experiment setup 
 

An Armstrong sputtering model Amod 230 with two RF sputter sources was used for the deposition of SRO. For 
this work, two reactive radio frequency magnetrons were employed at 13.6 MHz one with a Si target and the other 
with SiO2 target both of two inches of diameter. The sputter pressure for the Si target was 1.5 mTorrs and 3.5 mTorrs 
for SiO2 and 75 and 180 W, respectively. Then, the Ar flow was 200 sccm. Conversely, the substrate used in this 
work were p-type Si(100) with low resistivity wafer. In this method, SiO2 deposition was constant during 30 min, 
however Si deposition were activated every three minutes for sample A and every nine minutes for sample B for one 
minute. The PL spectra were measured with a 2300i spectrograph from Acton Research with a R955 Hamamatsu 
photomultipliler tube and a wavelength excitation of 254 nm. Then, the micrographs of the samples were obtained 
with Jeol JSM7800F. On the other hand, transmittance was measure using an Agilent UV-VIS model Cary 5000.  
 
3. Results 
 

The results of PL are shown in figure 1 and reveal wide range spectra in visible region with main peaks around 
652, 692, 713, 767 and 827 nm for sample A and B. Understanding the PL emission is necessary to explain the 
emission mechanism that gives the PL in the SRO. Two emission mechanisms are accepted for the PL and they are 
the quantum confinement (QC) due the nc-Si and interface defects between the nc-Si and SiO2 matrix. The QC is 
related to band to band transitions of electron-holes pairs confined in the nc-Si with emission range of 700 to 900 nm. 
The second mechanism is due to radiative centers in the interface nc-Si/SiO2 due to double Si-O bound which has a 
emission range of between 600 to 700 nm related to oxygen vacancies with neutral charge (NOV), no-bridging oxygen 
hole charge (NBOHC), oxygen vacancies with positive charge and oxygen interstitial. Therefore, the emission of the 
depositions exhibits both mechanisms. Nevertheless, the mechanism due the interface nc-Si/SiO2 prevails over the 
nc-Si emission which is shown in the deconvolution peaks from figure 1b. Then, the PL results reveal a decrement in 
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the peak of 652 nm but an increment on 692, 767 and 827 in sample B. Hence, this difference could be associated to 
the concentration of Si in the deposits. According to the QC, the emission peaks of 713, 767 and 827 belongs to nc-
Si of 3.6, 4.2 and 5.1 nm of diameter, respectively. 
 

The micrographs reveal that the thicknesses from the samples were 130 nm for sample A and 105 nm for sample 
B. The differences between the thicknesses could be explained by the deposit conditions, where the Si/SiO2 rate 
codeposition is around 9 nm per minute compare with the SiO2 rate deposition at 3 nm per minute.  
 

  
Figure 1 a) PL spectra for sample A and B. b) Deconvolution from sample A showing the principal emission peaks at 652, 692, 

713, 767 and 827 nm. 
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Abstract: Estimating the position and orientation (6D pose) of objects in images is a crucial step 
toward successful robot programming by demonstration using visual learning. Currently, many 
algorithms including conventional image processing methods and the state-of-the-art methods based 
on deep leaning architectures are able to detect and track objects in images accurately. However, 
the problem of accurate estimation of 6D pose of objects in a sequence of video frames still poses 
challenges. In this paper, we present a novel deep learning regression method for pose estimation 
based. For training purposed, thousands of images from different poses of an object are generated 
based on the generated 3D model of the object. The proposed trained network can estimate the object 
orientation accurately and in real-time. Using the object position coordinates obtained from Kinect 
v 2.0 and the orientation of the object we have its 6D pose at each time frame is calculated and 
employed for trajectory learning. Robot inverse kinematics is applied to program the robot for task 
execution. 

1. Introduction and literature review 

We as humans learn to perform new tasks by learning skills from visual observation of teachers or parents 
demonstrating skill examples. The term robot Programming by Demonstration (PbD) is motivated from this learning 
approach and refers to transferring the required skill information from a human teacher to a robot by demonstrating 
examples of skill trajectories. Robot perception of human demonstrations encompasses detection, tracking and 
estimating the position and orientation of relevant objects for accomplishing desired task goals. Vakanski et al. 
proposed a trajectory learning approach by using Hidden Markov Models for modeling a set of demonstrated 
trajectories, and subsequently multidimensional dynamic time warping algorithm is employed to align the extracted 
trajectories features from multiple demonstrations in the time domain [1]. Afterwards, cubic-spline regression is 
applied to produce a generalized trajectory for task reproduction by a robot learner [1, 2]. The initial step of trajectory 
learning involves object detection and tracking, and has been investigated by both conventional [3] and deep network 
architectures [4]. These models are currently available in open source libraries in MATLAB or Tensorflow. Once the 
object is detected and tracked along the keypoints in the trajectory, its location can be accurately obtained from the 
point cloud information recorded from Kinect v2.0. The tracking algorithms generate object position coordinates in 
the RGB plane, and the relative points in the Depth plane indicate object coordinates in the 3D space.  

Estimating object orientation in images is more challenging aspect of past perception in robotic learning. There 
have been numerous research works using conventional image processing algorithms to calculate object pose using 
artificial markers/labels attached to the object [5] or employing deep architectures to map the image captured from a 
particular view of the object to a database containing manually labeled images for different orientations [6]. However, 
such approaches suffer from intrusive markers/sensors, required CAD models and limited orientations, where the 
generated database of the object should contain acceptable subclasses of orientations to cover various poses of the 
object along the trajectory. Next, we propose a method to introduce a general framework for object pose estimation.  

2. Proposed method 

Our team developed an alpha version prototype of a robot programming by visual learning from demonstrations [7]. 
It was tested for multiple industrial applications, such as programming by demonstration for a painting task, where 
the paint spray gun is the object of interested and the goal is to learn the trajectory of the paint spray gun. First, we 
build a database of images of the object. Autodesk Recap® [8] was used as a powerful yet simple tool (i.e., free 
academic license) to generate an accurate 3D model of an object by just using photos of the object captured from 
different viewpoints on a simple background. Next, we employ MATLAB Java Robot library to control Autodesk 3D 
MAX® (free academic license) to synthesize images from various angle of the object by entering all possible Yaw, 
Pitch and Role values in increments of 10 degrees. The resulting set of images are then augmented by introducing 
different scales at 75% and 50% and illumination variation at 85% and 75%. We employed a pre-trained VGG16 
neural network model and performed transfer learning [9], to calculate the orientation of the object based on a trained 
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regression model of the dataset consisting of pairs of image and orientation angles. As shown in Fig. 1 the approach 
accurately estimated the object orientation in Yaw, Pitch and Roll, respectively, on 1,000 randomly selected images 
of the object. However, based on the geometry of the object, the overall accuracy of the Yaw angle was less accurate, 
whereas the Root Mean Squared Error (RMSE) of the yaw, pitch, and roll are 11, 2 and 7 degrees respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Fig. 1. From top to bottom estimating Yaw, Pitch and Roll on 1000 random samples. The blue dots denote the true values of the 

orientation angles, while the green star marks denote the prediction values of the orientation angles by the neural network. 
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Abstract: Solar resource assessment is a key subject for the viability and implementation of 
solar power plants. Solar sensors measure irradiance locally, but high cost of these specialized 
sensors difficult its implementation trough all the Mexican territory. Satellite images provide a 
valuable tool for the determination of solar irradiance trough image processing. In this work, 
an algorithm for estimation of global solar irradiance based on determining cloud index trough 
pixel analysis from a particular region of Mexico is implemented. 

 
1. Introduction 

The solar radiation that reaches the top of the atmosphere and reaches the surface of the Earth depends on 
different variables, i.e. the factor of atmospheric transmission, available albedo and atmospheric pollution. Solar 
sensors (radiometers) measure components from the solar radiation reaching the Earth. Direct solar irradiance 
(DNI) is the component that comes directly from the sun without any deviation from the atmosphere 
(pyrheliometers). Diffuse solar irradiance (DHI) is what reaches the Earth's surface due to the deviation or 
scattering of direct solar rays from the sun; commonly, caused by clouds, gases and particles in the atmosphere 
(pyranometers). Both components comprise the global solar irradiance (GHI). However, these sensors measure 
solar irradiance locally and its implementation trough all the Mexican territory has been a difficult task 
historically due to cost and maintenance. Due to this, satellite imaging provides a valuable tool for the analysis 
of cloud behavior and solar irradiance assessment by replacing traditional radiometers with pixel information 
from the satellite camera, providing higher resolution maps for the Mexican region (See Fig. 1) [1]. 
 

 

Figure 1. Satellite image and pixel equivalence of the zone of interest. Aguascalientes, Ags., Mexico. 
 

2. Methodology 

GOES is a satellite sent to the exosphere by the US National Weather Service (NWS) program in 2016. The 
objective of the satellite is to provide information flows in the form of images for weather forecast, storm tracking 
and meteorological research. 
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Taking advantage of the geostationary satellite capabilities requires careful analysis of the information provided 
by the camera [2]. Pixel information contains intensity values in the RGB channels. This has to be related 
accordingly depending on whether there is cloudiness present in the region of interest or not. Water vapor affects 
directly solar irradiance passing through the atmosphere, so greater accumulation of water vapor in the 
atmosphere reduces the irradiance reaching the ground sensor. This is also observed in the pixel intensity level 
of the image in the region of interest. The value of each pixel depends on its brightness, intensity, noise and 
color/gray level that the cloud is scattering back to the camera [3]. By this relationship, an irradiance 
measurement can be inferred accordingly to Equation 1: 

GHISAT = [0.02 + 0.98 (1 - Ci)] * GCHsky ... Ec. 1 
Where: 

≈q =
πCπYZ[

πY\]CπYZ[
 ... Ec. 2 

And 

GHISAT = global horizontal irradiance calculated by the model (!"−2). Ci = Cloud Index. #$%&'( = global 

horizontal irradiance from clear sky (!"−2) and α	is the pixel channel intensity of the camera for a particular 
region of interest. 
 

3. Results 

The results presented below are based on June 04, 2018 in the State of Aguascalientes, coordinates 21 ° 50'40.4 
"N - 102 ° 20 ' 34.8 "W. 

Figure 2. Comparison between solar irradiance numerical models vs. data from a solarimetric station. 

4. Conclusions 

Although, there is still some margin of error due to solar luminance during the sunrise and sunset hours, it can 
be notices that there is a good correlation between the irradiance values provided by the model (GHI SAT) and 
the data provided by the solarimetric station (GHI SOLYS), making this a valuable tool to study for generating 
solar irradiance maps for the Mexican territory and providing certainty for the solar power industry. 
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Abstract: This proposal presents how through SDH technique is possible to detect interest points. 
Therefore, sum and difference histograms are introduced as an alternative to the usual co-occurrence 
matrices used for texture analysis. The interesting of this proposal consist in the application of the 
technique in range images. The obtained results make evident that, these images can be processed 
as textured images where, the blurring generated by SDH technique is an advantage. That, we can 
used to our favor because, this singularity allows us to find a homogeneity surface to carry out a 
process to select the interesting points, that aim to describe the scene by means of its contour. 
Additionally, the proposed method over other methods of the-state-of-art shows the decrease in 
computation time as well as, a major number of found interesting points. We demonstrate the 
capabilities of our approach through several tests realized with a generic dataset. 

 
1. Introduction 

Identifying robust features from geometric objects is of crucial importance in many areas of computer vision. In this 
sense, the depth sensing technology of Kinect could be extended far beyond gaming, such as presented by [1] and at 
a much lower cost than traditional 3-D cameras (as reference, see survey [2]). Particularly, the geometric information 
is robust to variants to scale, rotation and illumination, as it presents in [3]. 

 

2. Methodology 

The interesting point detection is an essential phase to develop a local feature extractor [4], recently investigations 
present the performance results of these descriptors when combined with different 3D keypoint detection methods 
such as in [5, 6]. In this phase, the information (for instance, texture for intensity images) is obtained in order to carry 
out the characterize the interest points. Therefore, if we consider that, the texture is a property of neighborhood, then 
in accordance with [7], it is possible to characterize the surface of the range images through density probability 
functions. 
Unser in [8] proposed the SDH technique (Sum and Difference Histogram technique), with which through estimates 
of the first order probability functions to aim to identify textures into region. We adapt the SDH technique applied to 
range images through a set of second-order statistics. Here, the grey levels that represent the geometric information 
are processed as texture. This is, a pair of pixels ()1,	)2)	in a relative position fixed by (=ÿ,	Ω)	in polar coordinates 
where, =ÿ	=	[=1,	=2], and q is the angle. It is defined )1	=	)r,◊	and )2	=	)r+=1,◊+=2	such that, the histograms for the 
differences and sums of whole those valid pixels that are at that distance and angle, it is expressed as, 

G
j∆,´ = )∆,´ + )∆^_D,´^_3
=∆,´ = )∆,´ + )∆^_D,´^_3

                                                                       (1) 

 
It is important to note that, if =ÿ rises, the blurring effect is proportional to this increase (see, first and second columns 
Fig. 1). This effect is desirable due that, when to compute the homogeneous surface [10], the regions are split. This 
result allows us to describe the picture by means of lines of iso-elevations, which give volume to contained objects in 
the scene. 
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3. Results 
 

 
Fig. 1. The obtained results are presented with respect to Reinder of Middlebury dataset [10]. a) =ÿ	=	[1,	1]; b) =ÿ	=	[3,	3]; 

c) =ÿ	=	[6,	6]. In all cases Ω	=	00. Qualitatively, it can be observed as the blurring effect is increasing from (a) to (c) in the first 
column (sum histogram). While, in the second column (difference histogram) is formed several regions as consequence of the blur 

generated by =ÿ. Third column shows the homogeneity image from homogenous surface. Finally, fourth column presents the 
detected interest points accordance with the characterization of homogenous surface by means of analysis of mass probability 

function [8, 10]. 
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Abstract: A microscope vision system to retrieve micro scale surface via micro laser line projection 
is presented. In this technique, a 36 µm laser line is projected on the target surface. The surface 
topography is computed by triangulation by means of the line position and microscope vision 
parameters. The calibration of the microscope vision parameters is carried out by means of an 
adaptive genetic algorithm. This procedure avoids errors produced by the missing of references and 
physical measurements. The contribution of the proposed system is corroborated by an evaluation 
via accuracy of the traditional microscope imaging systems.  
 

 

1. Introduction  

Nowadays, microscope imaging systems play an important role to retrieve micro-scale surface measurements in areas 
such as: micro surface inspection, micro texture characterization, micro positioning and so on. The proposed 
microscope vision system is performed via micro laser line scanning. This technique computes the micro-scale surface 
through the laser line position and the microscope vision parameters, which are calibrated by an evolutionary 
algorithm. In the microscope system, the micro laser line is projected perpendicularly to the surface and the microscope 
is aligned at an angle. The line scanning is carried out by moving the microscope vision system by means of a slider 
device. During the scanning, a CCD camera captures the laser line and its position is detected via Bezier curves [1]. 
The calibration of microscope vision parameters is carried out by an evolutionary algorithm based on the microscope 
geometry. This leads to improve the accuracy of the traditional microscope vision systems. It is because errors of 
external references are not added to the microscope calibration. The contribution of the proposed microscope vision 
system is corroborated by an evaluation via accuracy and speed of traditional microscope vision systems.  
 

2. Surface contouring via Microscope vision system 

The microscope vision system to retrieve micro-scale surface is shown in Fig. 1(a). In this arrangement, the x-axis and 
y-axis are located on the surface plane, which is situated perpendicularly to z-axis. The micro laser line is projected 
perpendicularly on the surface and the optical microscope is aligned at an angle. The CCD camera is attached to the 
microscope to capture the micro laser line. The symbol q indicates the angle between the laser line and the optical 
axis. The distance between the objective lens and the surface is defined by D. The objective focal length and the 
objective focus are represented by fob and Fob, respectively. The distance between the image plane of the objective 
lens and the ocular lens is depicted by Lt. The ocular focal length in indicted by foc and the ocular focus is represented 
by Focy. The laser line coordinates in the CCD array in x-axis are denoted by xi,j, where xc is the image center and h 
is the pixel size. The line coordinates in the CCD array in y-axis are indicated by yi,j, and yc is the image center. The 
surface coordinates hi,j in z-axis are computed by means of the expressions  
 

                          ,                                (1) 
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The surface coordinates in x-axis is defined by the position where the laser line is projected. This coordinate is provided 
by the slider device. Based on the vision parameters (xc, yc, h, q, D, Lt, fob, Fob, Foc, foc ) and the line position xi,j, the 
surface topography hi,j is computed via Eq.(1). The line position is determined through the maximum intensity via 
Bezier curves [2]. The proposed technique is applied to retrieve the metallic surface shown in Fig.1(b), which is 
represented in mm in x-axis. The micro laser line projected on this surface is shown in Fig. 1(c). To retrieve se surface, 
the microscope system is moved by the slider device in x-axis to scan the whole surface. During the scanning, the 
micro laser line is captured by the CCD camera. In each image, the line position xi,j is computed along y-axis. Then, 
the line position is substituted in Eq.(1) to calculate the surface topography hi,j. Thus, the surface coordinate in z-axis 
is represented by zi,j=hi,j. By processing one laser line, a transverse secction of the metalic surface is contoured. By 
processing all images during the scanning the wholes surface is retrieved. 
Thus, the proposed microscope vision system performs micro-scale measurements with an error minor than rms=0.35 
µm, which leads to achieve a relative error minor than 1.0 % [3]. This error is produced by the line position error, 
slider position error, and the calibration error. Also, this method reduces the consumed time to obtain the micro-scale 
measurements. These results lead to achieve a contribution in microscope vision systems to perform micro-scale 
surface contouring. 
 
 

       
(a)           (b)                                  (c) 

Figure 1.  (a) Microscope vision system.  (b) Metallic surface to be contoured.  (c) Micro laser line projected on 
the surface target. 
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Abstract: The present work shows a set of artificial vision techniques combined with projective 
geometry to help us make decisions on a known environment.  

 
 
Over the years humanoid robots have made a great leap in terms of structural development, solving most of the 
problems that arise by mechanical design, this time we will address a problem referred to decision making in a known 
environment. Therefore, it is proposed to use a set of segmentation techniques and image rectification in order to 
obtain Euclidean properties through visual information. The information will be compiled from a football field with 
the dimensions of the international competition Humanoid Soccer Standard Platform League belonging to RoboCup. 
In this competition two teams consisting of five nao humanoids robots must play football soccer autonomously. 
 

In order to a robot can play soccer, it is necessary first instance, to be able to extract the set of 
characteristics that make up the environment to navigate, which that determine the limits of the soccer field. The 
feature extraction must be done in the computer on board the robot, so it is important that the feature extraction 
algorithms are efficient. In the present work, computer vision algorithms are presented for feature extraction, these 
algorithm can be able to operate within the real time limits on a Nao V4 robot. 

 
 To start obtaining features, it is known that the soccer field is green, which is delimited with white lines, 

a central circle, and it is at ground level. With this information it is possible to define a search region then the line to 
the horizon is calculated that comes from the intersection of a plane parallel to the floor and that passes through the 
center of the robot's camera with the plane of the image[1], to this is used a camera model called pinhole. To be able 
to use this model is required to estimate the focus of the camera, the size of the sensor of the camera and the main 
point of the camera. 
 

 

 
(a) View of the plane parallel to the floor 
and that passes through the center of the 

robot's camera 

 
(b) View of the horizon line from the 
robot, represented with a blue line. 

Fig. 1 Representation of horizon line. 
 

This guarantees that what is being processed is the football field, avoids processing areas that are not of interest, avoid 
wasting computing time and making the segmentation algorithm more efficient. For segmentation, images were taken 
inside a soccer field. This was done throughout the field, to get the variations of color and lighting that exist within it. 
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 Later with these images a pre-processing was carried out in which it consisted in calculating purity of the green color 
with (1) where G is the value of color green, R the value of red and B the value for color blue [2]. 
  

·ÿ = `

|^`^a
 (1) 

 
With this it is build a histogram to get a density function of the color that it´s being sensed, with this information of 
the purity of the color the density function was calculated of the results this we can create a filter defined by the 
thresholds given by the calculated density function. We proceed to look for the features of the field.to do this, a discrete 
derivative is applied on the x-axis joint whit the technique of Scan Lines [3] this to extract color discontinuities by 
establishing a decision system, if in the calculation of the derivative a negative value is obtained it is counted as a 
discontinuity and therefore belongs to a of the lines or circle. 
 

The points cloud obtained from these discontinuities are rectified using a technique called IPM (inverse 
perspective mapping) which consists of creating a matrix using the model of the camera combined with the matrix 
that define the rotational movements of the camera to create a matrix H of homography (2), in case it has degrees of 
freedom, this to avoid the projective deformation that is caused at the time of 3D mapping of the real world to the 2D 
plane that are generated in the camera and thus recover the properties of parallelism and angles that it causes us. 
 

b =	 c
ℎDD ℎD3 ℎD§
ℎ3D ℎ33 ℎ3§
ℎ§D ℎ§3 ℎ§§

d  (2) 

 
For the search of lines the Hough transform is used, this consists in forming a vote counting system through the cloud 
of points that are obtained from the extraction of characteristics, to create said system the points in Hough space 
creating an accumulator, then a threshold is proposed which delimits us how many votes are allowed to proceed to 
make the decision if what is being analyzed is a line or some other object, the selection of the line is made depending 
on of the votes, once the lines are obtained, proceed to make the change to coordinates to define the lines found. 
RANSAC is a robust algorithm that fits a set of outliers to find a specific mathematical model[4], in this case resemble 
a model that describes a circumference by n iterations taking three random points with which fits a circumference 
model, if these points belong to this circumference can be taken as a consensus set and so for the n iterations, at the 
end the sets with more votes are selected to define where the circumference was found. 
 

 
(a) Image with the homography 

 
(b) Results of the algorithms for 

line and circle. 
Fig. 2 Perception of the robot with the technics applied. 

 
This information about the lines and circles can be used to feed other filters, such as the Kalman filter or the particle 
filter. 
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Abstract: We implemented a phase sensitive computed tomography (CT) measurement by using a 
lateral shear interferometer with a pixelated polarizing camera to retrieve phase in a single shot 
manner. Inner information of the sample was retrieved by rotating the sample and using inverse 
Radon transform procedures. A polymer bead immersed in water at refractive index matching 
condition was used to emulate a 3D phase distribution to be measured. 

1. Introduction  

Interferometry provides information about the light passing through it due to inner refractive index variations of a 
transparent sample in the propagation direction. If the sample presents non-uniformities or non-symmetric variations, 
computed tomography algorithms can be implemented to obtain information about its inner distributions. This process 
has been successfully implemented in medical x-rays imaging by considering the beam properties of the beam 
(attenuation, deflection, etc.) passing through a patient from different directions. The purpose of this research is to 
combine a stable interferometric system with computed tomography techniques to retrieve volumetric information of 
a transparent sample. 

2. Lateral Shear Interferometer Employing Pixelated Polarization Camera 

The interferometric system used is based on a triangular path configuration that introduces a controllable lateral shear 
by moving one of the mirrors on optical axis direction, figure 1. The sample is placed at the entrance of the 
interferometer and interference pattern will be obtained due of the interference of the sheared image copy of the input 
wavefront [1, 2]. Single shot phase measurement condition is obtained by the usage of the polarizing beam splitter 
(PBS), quarter wave plate at 45º (QWP45º) and the pixelated polarizing camera. Due of the usage of the polarization 
camera, imaging and speckle reduction system were selected to properly image the sample information on the CCD 
sensor after passing the micro-polarizer array.  

Sample were rotated 180 degrees for implement inverse radon procedures, Figure 2 shows the data arrangement 
for reconstruction were each unwrapped differential phase is stacked in a cube of data for the CT reconstruction. This 
cube of data represents the 3D sinogram information that will be processed to retrieve the 3D phase localization of the 
sample.  

 
Figure 1. Lateral shear interferometer based on a triangular 

Sagnac configuration using pixelated polarizing 
camera. 

 
Figure 2. Phase information is arranged for retrieve slice 

sinograms for reconstruction by using inverse 
Radon transform. 
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2. 3D Phase Data Reconstruction 

After measuring the differential phase information, at different angles of rotation, an inverse Radon transform 
algorithm is used for the 3D reconstruction [3]. Figure 3 shows two side views of the reconstruction obtained. The 
information represents locations were phase changes occurred on the light passing through the sample due of refractive 
index changes inside the sample. The current stage of the project is based on identify those regions, for retrieve the 
refractive index distribution an integration process needs to be done on the current reconstruction in direction of the 
shear.  

�
 

Figure 3. Two views of the 3D Reconstruction of a polymer bead immersed in water showing inner 
distribution. 

 
3. Conclusions 

By the implemented system inner distribution of the sample can be retrieved. The information represents phase 
changes obtained on the light passing trough of the sample due of inner refractive index changes. By the CT procedure, 
3D localization of the phase variation can be obtained.  
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Abstract: We developed a simultaneous phase shifting interferometric system based in coupled 
interferometers. The system is capable to obtain four simultaneous interferograms in a single 
capture, the phase shifts are controlled by placing a linear polarizer in each replica obtained. The 
system retrieves four interferograms with a relative phase shift of p/2 and the optical phase map is 
calculated using the four-step algorithm. To show the advantage of the technique, experimental 
results are presented for static and dynamic transparent samples.  

 
1. Introduction 

Currently Phase Shifting Interferometry (PSI) techniques have been developed allowing the study of static and 
dynamic events by employing polarization techniques and precision optics, such as pixelated masks, holographic 
elements or diffractive elements, these systems allow the capture of several interferograms simultaneously retrieving 
optical phase variation instantaneously [1-3]. However, some of these components are expensive, or they must perform 
specialized alignment procedures. For these reasons, the implementation of a simultaneous phase shift technique is 
proposed. Our proposal is composed by the combinations of three systems: A polarizer interferometer allowing 
generating two beams at its output with orthogonally linearly polarization states, and two 
Michelson interferometers which generates four replicas, as a result, eight beams are generated at its output and by 
alignment procedures, four interference patterns are obtained. The system is based on polarization a phase shifting 
technique which introduces a controllable phase shift on each of the replica controlled by a polarizer [3]. 

2. Experimental Set-up 

The setup is presented in Fig.1. A 630 nm laser with 30mW output is used as light source. A spatial filter system 
(SFS) and a collimating lens L0 generates a plane wave front which passes through a linear polarizer (P45) with fast 
axis orientation at 45°. The output of the MZI generates two beams with orthogonal linear polarization states. After 
the output of the MZI, two replication systems are used: 1) a Michelson configuration composed by a beam splitter 
and mirrors [M3, M4], Fig 1-MI and 2) a beam splitter system (BSS) composed by a beam splitter, Fig 1-BSS. Mirror 
M3 to M5 are aligned according to each replica obtained. The interference pattern is obtained and can be depicted as 
the common interferogram equation with a phase difference e(f,g) between both beams and a controllable phase 
shift twice the fast axis orientation,h, of the polarizer as 

 
                             (1) 

where A2+B2 corresponds to the bias term and AB the amplitude modulation. Considering the four patterns generated 
by the system, each replica obtained will need its polarizer (at the polarizer array) at the following angles

 with a respective phase shifts of ; the phase at each 
point is [4]: 

Ù(', )) = +„mCD O
i�Cij
ikCil

[                                   (2)   
  

The phase variations are converted to OPD variations by using,	mno = [pe(f,g)]/Ïq, each interferogram was 
low pass filtered and we employed the Quality-Guided Path Following Method [5] for unwrapping the phase. 
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Figure 1. Single shot Mach-Zehnder Interferometer (MZI) composed by two replication systems. 

 

3. Experimental Results 

The setup is presented in Fig.1. The optical system uses a He-Ne laser (635 nm) and a CMOS camera with a resolution 
of 2048 x 1536 pixels. Figure 2(a) shows the interferograms generated for the wavefront and Fig. 2(b), the resulting 
OPD. 

 
Figure 2. Wavefront. (a)  Four simultaneous interference patterns. (b) OPD in waves. Scale: 2.5 cm × 2.5 cm 

 

4. Final remarks 

We report a simultaneous phase shifting technique based in a MZ interferometer and coupled systems (a Michelson 
interferometer and cube beam splitter), the complete implementation can generate four interference patterns with 
independent phase shifts. 
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Abstract: In this work, an experimental analysis of light transmission is shown for both continuous 
and pulsed operation; for a low power Nonlinear Optical Loop Mirror (NOLM) scheme. The NOLM 
configuration is composed of 39	" of low birefringence and highly twisted standard SMF-28 fiber 
(5 turns/m) and a QWR. The results obtained show that the transmission can be adjusted by rotating 
the QWR and varying the birefringence, as well as the torque in the NOLM output arms. 

 
1. Introduction 
The NOLM [1], consisting of a symmetrical coupler and low birefringence fiber with torsion and Quarter Wave 
Retarder (QWR), is still an excellent device for use in applications such as: ultra-fast switching [2], demultiplexing 
[3], pulse amplitude regulation on passive mode mooring fiber optic lasers as a saturable absorber [4], among others. 
The operation of the NOLM is basically based on Nonlinear Polarization Rotation (NPR) as is mentioned in [5], where 
a study of the changes in the intensity dependent polarization state due to Self-Phase Modulation and Cross-Phase 
Modulation (XPM) is shown, when orthogonally polarized single pulse components propagate within the optical fiber. 
In this work, an experimental analysis of the light transmission is shown, both for the continuous and pulsed regime, 
taking care of the polarization at the input of the NOLM; the scheme has a QWR to generate an asymmetry, and thus 
obtain a phase difference as a result of the XPM. 

2. NOLM operation 
The retarder device allows changing the polarization of the input, so that the transmission characteristic of the device 
is achieved due to the different intensity of the non-linear effects affecting each type of beam polarization [6].  
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Where ê is the angle of the plate, Ê, › = 1	ºCDr"CD (typical value for a standard fiber (SMF-28), as nonlinear 
coefficient, “a}  Input power, É is the fiber length and ˆ is the input angle for a linear polarization input. The 
equations for linear transmission are the parameter of  ê = 0. 

3. Description of the scheme 
The figure 1, shows the scheme used, where for change in CW and pulse mode for NOLM input, is used as an optical 
power supply the output of the Figure-eight fiber Laser (F8L) scheme, the pulses are generated with repetition rate at 
J≠ = 939	Khz (Period √ = 1.0650	µs), “£;v = 5.92	"º. 
 

 
Fig. 1. Experimental NOLM scheme 
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4. Experimental results 

Figure 2a and 2b, shows the transmission behavior of the NOLM when using noise like pulses (NLPs) [7] and a linear 
input. Where an oscillating signal is observed in the transmission as the angle of the QWR plate varies. The transmitted 
power starts from 0  and increases to 0.01  when the QWR plate is set to 40° , then decreases the power at 
0.6234'10C§ to an angle of 85°.	As the QWR plate continues to be set, the power increases to 0.04832; this value 
is due to a maximum transmission with an angle of 155°. The figure 2c and 2d shows the the behaviour for an circular 
polarization at the NOLM input. 
 

 
Fig. 2. a) Transmission NOLM response with mode-locking (linear polarization) and b) evolution of voltage to the output, c) 

Transmission NOLM response with continuous-wave (circular polarization) and d) evolution of voltage to the output. 

5. Conclusions 

In the proposed laser scheme, polarization evolves differently by including a non-linear device in the NOLM array 
such as the highly twisted fiber for polarization change. This evolution of the transmission was observed as a function 
of the variation of the QWR rotation angle, and a low birefringence fiber of 5 turns / m. which caused a change in 
the polarization and therefore a change in the behavior of the transmittance at the output at a low power at the NOLM 
input. 
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Abstract: We present a polarimetric system dedicated to retrieving elliptical phase retardation 
properties by rotating two linear polarizers. We proposed a demodulation algorithm based on the 
modulation intensity obtained. The polarimetry setup employs a monochrome camera as detection 
system and a HeNe laser as light source. Simulation and experimental results in transparent samples 
are presented showing the feasibility of the proposal.  

 
1. Introduction 

Polarimetry is an experimental technique to determine optical properties of a sample by measuring the polarization 
variation of light reflected or transmitted by the sample providing extra measurement metrics. Polarimetric 
measurements have been applied in atmospheric sensing for characterizing the pollution particles on the environment 
[1,2] and climate variations [3] to mention some. Several polarimeter designs to determine the Mueller matrix 
information can be found in the literature, for example, based on dual rotating retarder configuration [4], phase 
modulators [5] and the use of liquid crystal retarders [6]. The Mueller matrix information is arranged in a 4×4 matrix 
and it can be decomposed in three polarimetric properties known as diattenuation, retardance, and depolarization. 
These properties describe the polarization dependence of attenuation, retardance and its possibility to maintain the 
polarization properties of the light that pass through it [17]. We propose a technique for retardance polarization 
measurement based on a dual rotating polarizer arrangement.  

 

2. Dual Rotating Polarizer Polarimeter Sensitive to Elliptical Retardation Parameter 

The optical setup consists of a laser illumination source of Œ = 632.8m", spatial filter and beam expander lens, three 
linear polarizers [É“(0°), É“(Ω), É“(4Ω)] and a monochrome camera for capture the two-dimensional distribution of 
the intensity, figure 1. The first polarizer, É“(0°),  acts as an orientation reference of the measurement and the other 
ones, [É“(Ω), É“(4Ω)], rotate at an angular velocity ratio 1:4 employing an electronic controlled mechanical rotation 
stage. The transparent sample is treated as an elliptical retarder,%1(Ωƒ, æƒ, —ƒ) and it is placed between the last two 
polarizers. Our approach is based on the usage of three linear polarizers [LP0, LP1, LP2], and the sample is depicted 
as an elliptical retarder [ER] described in [8]. By following the polarization states after each component and retrieve 
the theoretical detected intensity we could successfully retrieve the ellipticity parameter of the retarder sample 
distributed in three parameters: fast axis orientation Ωƒ, total retardance æƒ and an ellipticity related parameter —ƒ. 
 

	
Figure 1: Dual rotating polarimeter sensitive to elliptical retardance parameters. 
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3. Numerical Simulations and Experimental Results 

We conducted a series of computer simulations to test the performance of our approach. Figure 2.a) shows the 
retardance variation, 	æƒ, following a radial distribution laying in a 25± 5° range; Fig. 2.b) shows the angular 
variation, Ωƒ,  laying in a range of 45± 25°  and Fig. 2.c) the ellipticity phase parameter,—ƒ , of 10°  equally 
distributed in space. Simulations were performed in a grid of 200x200 pixels. Uniform distributable noise was added 
in the input stokes vector with jo = .9875± .012 with non-polarized light. The noise emulates variations on the 
illumination source during the measurement. Figure 2 d) to f) shows the output results obtained through the simulation. 
We made a retardance variance phantom by stacking several layers of transparent scotch tapes as it is commonly used 
in photoelasticity experiments due to the induced birefringence. Figure 3 depicts preliminary experimental results with 
the phantom showing 6 regions. The first region corresponds to the response in the air, region 2 corresponds to the 
response obtained with the glass slide, region 3 corresponds to one layer of the scotch tape, region 4 with 2 layers, 
region 5 with 3 layers and region 6 with 4 layers. Figure 3 a) shows one intensity frame, θ=0°, b) the arrangement of 
the scotch tape layers on the glass slide, c) retardance æƒ(', )), d) the angular orientation Ωƒ(', ))  and e) the 
ellipticity related parameter —ƒ(', )). 
 

 
 

Figure 2.- Simulation results obtained by emulating 
variation variations at the input light. 

Figure. 3. Stacked layers of scotch tape emulating a retardance 
variation sample. Six regions are identified, 1) Air, 2) Glass slide and 

3) to 6) corresponds from 1 to 3 stacked layers. 

 

4. Conclusion and Final Remarks 

We developed a retardance dependent polarimeter based on a dual rotating polarizer configuration. Through the 
Mueller matrix approach, a demodulation algorithm was developed by obtaining the frequency response due of the 
rotating polarizer used on the detection. 
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Abstract: We propose a differential interference contrast (DIC) microscope for phase distribution 
analysis of a small sample. Its phase and amplitude are analyzed by phase shifting technique by a 
polarization camera. We succeeded to measure phase distribution of an alive fish and its egg as bio-
samples. It is also demonstrated to show a 3D structure analysis by optical sectioning whose 
sensitivity reaches to as same as for an optical coherence microscopy (OCT). 
 
 

1. Introduction 

In the field of biology, it is important to analyze inside structures of a living bio-sample. The most common method 
is to observe it y a microscope after staining a specific tissue for fluorescence. There are some advantages, such as 
visualization of living cell and simultaneous cell recognition by multiple staining. However, disadvantages show 
requirement for staining and damaging by fluorescent dye. To overcome these problems, a differential interferometric 
contrast (DIC) microscope has been proposed for analyzing detailed structures, observing small step height on the 
surfaces, and high sensitivity of optical sectioning [1-3]. However, previous reposts for the DIC microscopes had a 
difficulty to be extended to a quantitative 3D reconstruction of microstructures of specimen. Ishiwata succeeded 
analyze it using a liquid crystal modulator but it is difficult to analyze real-time phenomena [4]. In this report, we 
propose a snapshot measurement of 3D reconstruction of inside structure by differential interference contrast (DIC) 
microscope using pixelated polarization camera. We also focus to reconstruct 3D structure by optical sectioning whose 
sensitivity reaches to as same as for an optical coherence microscopy (OCT). 

 

2. Principle of differential interference contrast video microscopy 

Figure 1 shows a differential interference contrast (DIC) microscopy as same as a shearing interferometer between 
two orthogonal polarized beams that pass through slightly different areas with amount of the shear as Δ of a transparent 
sample. It visualizes the optical path difference between two beams of light. After passing through a sample, phase of 
two wave fronts change independently according to thickness of sample as as same as optical path. They combine two 
wave frons again in the Nomarski prism. We can observe interferogram after analyzer and its structure information 
includes phase and amplitude data. It is not so easy to analyze quantitative phase data from interferogram. We can 
detect them using phase shifting technique by polarization camera. Two DIC images with different retardations makes 
phase difference as ±δ. By using polarization camera, we capture two images with ±45º of azimuthal angle of polarizer 
and after applying deconvolution algorism, such as FFT decopose MTF and inverse FFT, we can obtain real phase 
data. 

An optical sectioning of DIC microscope is achieved as same as confocal microscope. It is possible to determine 
a 3D reconstruction when we moved a sample along to z-direction by z motor stage. 
 

3. Experimental results of Principle of differential interference contrast video microscopy 

Figure 2 shows a blood flow in an egg of Medaka fish with 10msec per flame. We can observe artery and chorda. 
Figure 3 shows a 3D sectioning of a head of transparent Medaka. In conclusions, a DIC microscope with polarization 
camera is proposed to analyze a dynamic measurement without staining method. It is also possible to detect with 
snapshot. A 3D reconstruction is demonstrated by optical sectioning. 
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Fig. 1. Differential interference contrast (DIC) microscopy by polarization camera 

 
 

 
                      Fig.2 Sectioning of blood flow             Fig.3 3D reconstruction of a 
                          in an egg of Medaka.                 head of transparent Medaka. 

 
 
4. Conclusion 

We proposed a snapshot measurement of 3D reconstruction of inside structure by differential interference contrast 
(DIC) microscope using pixelated polarization camera. It is succeeded to reconstruct a 3D structure by an optical 
sectioning whose sensitivity reaches to as same as for an optical coherence microscopy (OCT). 
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Abstract: An optimized Mueller-matrix polarimeter is simulated and optimized by finding the 
configurations of the polarization state generator and polarization state analyzer that give the 
minimum condition number. The eigenvalue calibration procedure is used to reduce the errors in 
the final calculated Mueller matrix. Then, noise is included in the measurement of the polarimeter 
intensities, and controlled errors are introduced to the polarimeter configuration to simulate more 
realistic experimental conditions. The error in the final measured Mueller matrix is calculated as a 
function of these configuration errors. It is found that the alignment of the retarder axes in the 
polarimeter is much more important than the use of the ideal, optimized retardance values. In 
particular, the misalignment of the retarders farthest from the sample is the error source with highest 
impact in the precision of the polarimeter. The limiting error values for which the eigenvalue 
calibration procedure works are also found. 

 
1. Introduction 

Polarimetry is being used in many applications, such as remote sensing, imaging, microscopy and metrology. 
Traditional polarimeters can use rotating fixed retarders but rotating polarization components can cause vibrations in 
optical systems and have speeds limited by mechanical restrictions. Non-rotating polarization components, such as 
electro-optic cells or liquid crystals, which have changes in retardance with changes in applied voltage are now being 
used more in polarimetry. Liquid crystal cells have some advantages over other methods: small size and weight, fast 
response and small controlling voltages (typically in the range of 0-10V). However, there are still experimental errors 
which affect results, so calibration techniques have been developed, using known samples, to calculate and remove 
the effect of these errors. We have worked with Mueller polarimeters and we have found that the eiegenvalue 
calibration scheme is robust and reliable for correcting many of the errors in the polarimeter. However, it is clear that 
any calibration method will not work if the random measurement errors and/or the systematic polarimeter errors are 
too large.  In this work a numerical study is carried out to find the experimental conditions necessary in a Mueller-
matrix polarimeter.  

2. Theory 

The complete polarization characterization of a sample is its Mueller matrix M, defined by the relationship between a 
Stokes vector incident on the sample, Sinc, and the corresponding Stokes vector leaving the sample, Sdet ; Sdet =M Sinc 
[1]. A typical Mueller matrix polarimeter, measures the Mueller matrix of the sample by constructing a minimum of 
16 different and independent combinations of incident and detected Stokes vectors and detecting the intensity in the 
first element of Sdet [2,3]. For the general case of N incident polarization states and N detected polarization states, the 
characteristic matrices of the polarimeter can be constructed [2]                        

nxyz = ({xyz` {xyzÏ			⋯ {xyzÚ)      n|}~ = ({|}~` {|}~Ï			⋯ {|}~Ú)               (1) 

Tyo [11] showed that the propagation of the experimental errors from the measured intensity values for each of the 
PSG and PSA combinations is determined by the condition numbers of these matrices. For a measurement 
configuration to be optimized, both of these condition numbers must be as small as possible, and Tyo showed that, for 
N=4, the minimum condition number is 1.7321. The polarimeter was optimized following the procedure discussed by 
DeMartino [4]. This process involves numerically sampling the polarimeter parameters, retardance values and retarder 
fast-axes positions, over the full range of their possible values, and calculating the condition number for each 
configuration. The cases with the minimum value of condition number are stored, to be used as the base values in the 
error-analysis simulation. The values of the optimized polarimeter for the retarder fast-axes positions were chosen to 
be [4]                                                        (2) °== 4.2741 qq °== 4.7232 qq
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Fig. 1: Experimental setup of a Mueller matrix polarimeter 

where the subindex indicates which retarder the axis position refers to, and the retardance values used in the PSG and 
the PSA are given by the sequence  

(�`,�Ï,�Ó,�) = (∆`,∆`, ∆`, ∆`), (∆`, ∆`, ∆`, ∆Ï), (∆`, ∆`, ∆Ï, ∆`), (∆`, ∆`, ∆Ï, ∆Ï), (∆`, ∆Ï, ∆`, ∆`), (∆`,∆Ï, ∆`, ∆Ï), 
																				(∆`, ∆Ï, ∆Ï, ∆`), (∆`,∆Ï, ∆Ï, ∆Ï), (∆Ï, ∆`, ∆`, ∆`), (∆Ï, ∆`, ∆`, ∆Ï), (∆Ï,∆`, ∆Ï, ∆`), (∆Ï, ∆`, ∆Ï, ∆Ï), 

																																(∆Ï, ∆Ï, ∆`, ∆`), (∆Ï, ∆Ï, ∆`, ∆Ï), (∆Ï,∆Ï, ∆Ï, ∆`), (∆Ï, ∆Ï, ∆Ï, ∆Ï)                          (3) 

with ∆`= `ÓÄ° and ∆Ï= Ó`Ä°. In the simulation there was one error associated with each of the values of the angle 
of the retarder axes, Ec. (2), and one error for each of the retardance values, Ec. (3).  

3. Results 

For the results shown here the total rms error in the known calibration sample is given by the rms of the difference 
between the ideal Mueller matrices and the calculated Mueller matrices. From Figs. 2 and 3 it can be seen that the 
permitted condition number is much closer to the optimized system when the intensity measurement noise is higher, 
and that the angles of the retarder axes have much tighter tolerances than the retardance values. This means that the 
retarder axes values must be set more precisely in any polarimeter experiment [5,6].  

 
Fig. 2: Total rms error versus condition number for a intensity noise of 0.5% (left) and 5.0% (right). 

 
Fig.3: Limiting condition number versus intensity noise for different final rms error values (left), and the permitted parameter 

errors as a function of condition number (right). 
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Abstract: The Muller matrix calculation is performed to calculate the ellipticity of an electro-optic 
modulator as a function of the temperature. The modulator was built with two MgO:LiNbO3 
crystals. The behavior of the modulator is a function of the static retardance, elliptical retardance 
and relative orientation between the crystals. Simulations and experimental results are presented. 

 
1. Introduction 

Electro-optic crystals modulators (EOMs) has been acquired great importance due to they can control the phase, 
polarization and amplitude of the light. EOMs have found many applications in different fields as can be under wireless 
optical communications (UWOC) [1,2] where the crystals are used to generate an optical signal for underwater blue-
green laser communication. The EOMs are usually used to increases the measurements of the Stokes vectors of the 
light reflective from the tissues [3,4], or EOMs are used to reduce the noise in the signal in quantum cryptography [5] 
among others applications. LiNbO3 is a common material to build these devices which are sensitive to temperature 
variations and also it would induce a temperature-dependent phase shift in the light [6]. An important property of the 
crystal as the ellipticity can be described by the Muller matrix approach and also it can be affected by temperature 
changes. In this report we analyze changes in the ellipticity parameter as a function o temperature by means of the 
Mueller Matrix approach. 
 

2. Optical setup and mathematical model 

The optical setup is shown in Fig. 1, consists of a broadband light source with a center wavelength of 840 nm and a 
FWHM of 50 nm. The light coming from the source was coupled and then collimated, an isolator was used whose 
function was acted as a linear polarizer. Then the light passes through of an electro-optic modulator built with two 
MgO:LiNbO3 crystals oriented at ±45º with respect to the horizontal. Finally, a linear polarizer acted as an analyzer 
and a photodetector was used to detect the signal. The analyzer was rotated different angles θA =0º, 30º, 90º and 120º. 

 
Figure 1 Schematic representation of the setup. The light coming from the light source is collimated by C, then the light passes 
through isolator which has a function of a linear polarizer (I). After the polarizer, the light passes through the EOM and the light 

is analyzed by means of a linear polarizer with θA orientation with respect to the axis polarization 
 
The output Stokes vector of the signal is represented by Eq. 1 [7]. The analyzer was set an angle θA and the polarizer 
was oriented 90º. Sin =[1 0 0 0]T represents non-polarized light, induced retardance is represented by di and ds is the 
static retardance, w is the elliptical retardance, and the Δθ1 and Δθ2 represents a common and relative orientation 
difference between the crystals 

Sout  [w, Dq1  
, Dq2  

,ds ,di ] = A[qA ]× MEOM   [w, Dq1  
, Dq2  

,ds ,di ] × P[90º]× Sin .  (1) 
 

Eq. 2 described the intensity [7] as a function of ellipticity w, the induced voltage V and the analyzer orientation θA, 
intrinsic parameters of the EOM. 
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      (2) 

By selecting the correct voltages and settings we will be able to retrieve the parameters of the crystals. 

3. Experimental Results 

We conducted an experiment by changing the orientation of the analyzer θA for 0º, 30º, 90º and 120º when the 
temperature of the room varied in a range of 24 to 29 Cº. Figure 2 shown the signal obtained for different rotations of 
the analyzer. For each measurement we performed a fitting of the experimental data obtained the ellipticity value 
w. Figure 3 shown the values of the ellipticity as a function of the temperature. 
 

 
Figure 2.- Normalized amplitude by means of Eq. 2 for 
0º, 30º, 90º and 120º orientations angles of the analyzer. 

   Figure. 3. Measurement of the w value as function 
of the temperature 

 

4. Conclusions 

We Reported the ellipticity parameters as a function of the temperature. The Mueller matrix approach was used in 
order to extract the w parameter by means of a fitting. Parameters as static retardance, elliptical retardance and relative 
orientation between the crystals were used in order to perform the measurements. 

References 
[1] H. Kaushal, and G. Kaddoum, “Underwater optical wireless communication”, IEEE Access 4, 1518–1547 
(2016). 
[2] Z. Zeng, S. Fu, H. Zhang, Y. Dong, and J. Cheng, “A survey of underwater optical wireless communication”, 
IEEE Commun. Surv. Tut. 19, 204-238 (2017). 
[3] H. Song, Y. Zhao, X. Qi, Y. T. Chui, and S. A. Burns, “Stokes vector analysis of adaptive optics images of the 
retina,” Opt. Lett. 33(2), 137–139 (2008). 
[4] H. Song, X. Qi, W. Zou, Z. Zhong, and S. A. Burns, “Dual electro-optical modulator polarimeter based on 
adaptive optics scanning laser ophthalmoscope,” Opt. Express 18(21), 21892–21904 (2010). 
[5] J. Lodewyck, M. Bloch, R. García-Patrón, S. Fossier, E. Karpov, E. Diamanti, T. Debuisschert, N. J. Cerf, R. 
Tualle-Brouri, S. W. McLaughlin, and P. Grangier, “Quantum key distribution over 25 km with an all-fiber 
continuous-variable system,” Phys. Rev. A 76(4), 042305 (2007). 
[6] T. A. Maldonado, “Electro-optic modulators,” in Handbook of Optics, M. Bass, ed. (McGraw Hill, 1995). [7] 
S. Y. Lu, R.A. Chipman, Interpretation of Mueller matrices based on polar decomposition”, Journal of the Optical 
Society of America A, Vol. 13 (5), pp. 1106–1113 (1996). 
[7] Joel Cervantes-L, David I. Serrano-Garcia, Yukitoshi Otani, and Barry Cense, "Mueller-matrix modeling and 
characterization of a dual-crystal electro-optic modulator," Opt. Express 24, 24213-24224 (2016) 
  



19th International Symposium on Optomechatronic Technology 
Cancún, México, Nov. 05-07, 2018 

 192 

Extended Abstracts 
 

Session 
SPECIAL SESSION 2: SENSORS BASED ON THE USE OF 

LASERS AND FIBER OPTICS 
 

 Pg. 
CURVATURE SENSOR BASED ON AN ERBIUM DOPED FIBER LASER 194 
Guzman-Chavez A. D., Vargas-Rodriguez E., Cervantes-Meza H. J., Perez-Lopez R  
  
SASP: Self-adaptive speckle pattern for 3D measurement systems 196 
Danish Khan and Min Young Kim  
  
Stimulated Raman scattering in visible spectrum for sensing applications 198 
O. X. Vera-Duarte, J. D. Filoteo-Razo, J. M. Estudillo-Ayala, J. C. Hernández-García, 
D. Jauregui-Vazquez, J. M. Sierra-Hernandez, J. R. Martinez-Angulo, R. Rojas-Laguna 

 

  
Ring Fiber Laser Based on a Modified Mach-Zehnder Interferometer 200 
J. A. Martin-Vela, E. Gallegos-Arellano, J. M. Sierra-Hernández, D. Jauregui- Vazquez, 
J. C. Hernandez-Garcia, J. M. Estudillo-Ayala, E. C. Silva-Alvarado and R. Rojas-
Laguna 

 

  
Modal Fiber Interferometer with YDF-Coreless Fiber Structure 202 
Tania Lozano-Hernandez, Daniel Jauregui-Vazquez, Julian M. Estudillo-Ayala, Juan C. 
Hernandez Garcia, Juan M. Sierra-Hernandez and Roberto Rojas-Laguna 

 

  
Angular deflection laser sensor 204 
K.E. Contreras-Vallejo, J.M. Estudillo Ayala, R. Rojas-Laguna, D. Jauregui-Vazquez, 
J.C. Hernandez-Garcia, J.M. Sierra-Hernandez, J.A.Martin-Vela 

 

  
Experimental Study for Supercontinuum Generation with Special Optical Fibers 206 
D. Torres-González, J. M. Sierra-Hernández, D. Jáuregui-Vázquez, J. C. Hernández-
García, J. M. Estudillo-Ayala and R. Rojas-Laguna 

 

  
Semiautomatic platform for the construction of Fabry-Perot microcavities 208 
Carmen E. Domínguez-Flores, Josué I. Basulto, Daniel López-Cortés, David Monzón-
Hernández  

 

  
Suppression of Kelly sidebands on the soliton spectrum pulse using a Non-Linear 
Loop Mirror 

210 

Mahrokh Avazpour, Georgina Beltrán Pérez, Evgeny Kuzin  
  



19th International Symposium on Optomechatronic Technology 
Cancún, México, Nov. 05-07, 2018 

 193 

Optimal Visual Servoing using Laser-Optic-based Structured Light with 
Applications in Robotic Pipe Inspection 

212 

Juan Echavarria, Ivan Perez, Mehran Mehrandezh, and Raman Paranjape  
  
Temperature sensor based on a structured optical fiber  214 
M. C. Alonso-Murias, I. Hernández-Romano, D. A. May-Arrioja, D. Monzón-
Hernández and M. Torres-Cisneros 

 

  
Automated System for Characterizing a Laser Diode Applied to the Development 
of Optical Fiber Laser 

216 

C M Carrillo-Delgado, J C Hernandez-Garcia, J M Estudillo-Ayala, J D Filoteo-Razo, O 
Pottiez, J P Lauterio-Cruz, R Rojas-Laguna, D Jauregui-Vazquez 

 

  
Optical fiber Surface Plasmon Resonance-based temperature sensor 218 
Monserrat Alonso Murias, Josué I. Basulto, J. Salvador Velázquez González, S. 
Marquez, and David Monzón-Hernández  

 

 
  



19th International Symposium on Optomechatronic Technology 
Cancún, México, Nov. 05-07, 2018 

 194 

CURVATURE SENSOR BASED ON AN ERBIUM DOPED 
FIBER LASER 

Guzman-Chavez A. D.1, Vargas-Rodriguez E.1, Cervantes-Meza H. J.2, Perez-Lopez R1.  
1Departamento de Estudios Multidisciplinarios, Universidad de Guanajuato, Col. Yacatitas, Av. Universidad S/N, 

zip 38940, Yuriria, Guanajuato. 
2Facultad de Ingeniería Electrónica, Corporación Politécnico de la Costa Atlántica, Av. Los Estudiantes-Carrera 38 

# 79A-167, Barranquilla, Colombia. 
ad.guzman@ugto.mx 

 
Abstract: in this work a curvature optical sensor based on an erbium doped fiber laser is presented. 
Here, the laser has a Fabry-Perot cavity which is formed by a Faraday rotator mirror and an 
interferometric system. Besides, a standard fiber optic was spliced inside the cavity and curvature 
was applied to it with the purpose to increase cavity losses and to induce a change in the laser 
transient parameters such as the time delay. It is shown that by monitoring this parameter it was 
possible to measure curvature with a nonlinear sensitivity of 326 ms/cm-1 within a curvature range 
from 0.76 to 2.22 cm-1.  

 
1. Introduction  

Fiber optic sensors (FOS) have won special interest because of their flexibility to be used in different potential 
applications. Particularly FOS for measuring curvature have been used for instance in robot arms and monitoring 
structural deformations of buildings [1]. Nowadays, a great variety of configurations of curvature FOS, where their 
response is measured in the frequency domain, have been proposed. For example, multiple fiber optic arrangements 
for bend sensing can be found in literature which are based on different optical devices [2-5]. The disadvantages of 
these type of sensor is that it is needed high cost equipment to interpret the value of the measured physical variable. 

In counterpart, configurations of FOS that use techniques translating the measurement to the time domain have 
been propounded. For instance, those based on erbium doped fiber lasers (EDFLs) to measure gases and refractive 
index [6] were reported. Some of these FOS based on EDFLs rely on power emission changes caused by cavity loss 
variations. The advantages of these kind of FOS is that it is possible to acquire and process the information easily and 
accurately using reliable and low cost electronics. 

In this work the experimental study of a FOS based on an EDFL for measuring curvature is presented. The EDFL 
has a Fabry-Perot cavity which is formed by a Faraday rotator mirror (FRM) and an interferometric system (IS) of 
two silicon (Si) wafers which act as Fabry-Perot interferometers (FPIs). Besides, a standard fiber optic was spliced 
inside the cavity and in such a way that cavity losses increase as curvature is applied. These losses, affect the time 
delay (Å_) that is one of the laser transient parameters. Hence, we were able to determine curvature by monitoring the 
Å_ with a nonlinear sensitivity of 326 ms/cm-1 for the curvature range from 0.76 to 2.22 cm-1. 

2. Experimental setup and operation principle 

The sensor arrangement based on an EDFL for measuring curvature is shown in Fig. 1a. Here a piece of erbium doped 
fiber (EDF Liekki Er80-8/125) of 98 cm was pumped with a diode laser with l= 976 nm. The Fabry-Perot cavity is 
formed by a FRM and an IS, which was formed by two Si wafers with thicknesses of 90.5 and 376 µm. The laser 
emission is governed by one of the maximum peaks of the interference spectrum of the IS. Due to the thermo-optic 
properties of the Si, the spectrum can be shifted with temperature (see Fig. 1b), so it was necessary to maintain the IS 
temperature at 17.7 ºC in order to keep stable the laser emission wavelength at 1562.3 nm. Inside the cavity a piece of 
SMF was spliced and it was bended to induce cavity losses and therefore to modify the laser transient.  

 
 
  
 
 
 
 
 

 
Fig. 1. a) Experimental setup of the FOS for measuring curvature. b) Interference spectrum of the IS at different temperatures. 
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Once the mechanism to induce cavity losses is determined, the pump power was modulated with a pulse train 
waveform at 20 Hz to obtain the laser transient behavior. In particular, we focused on the time delay (Å_) that is a 
characteristic of the laser transient behavior. It is defined as the time from the moment when the pump is switched on 
and until the laser emission reaches the mid-amplitude of the level when it is stabilized (Fig. 2a). In our experimental 
work the laser transient behavior was measured by using a fast photodiode and recorded with an oscilloscope. 

3. Experimental results 

In figure 2a the measured laser transient response for different curvatures is shown. Here, it can be observed that Å_ 
gets longer as the curvature increases. It is because as higher the bend applied to the SMF larger are the cavity losses. 
Consequently, as the cavity losses increases a longer time is needed to reach the laser threshold condition [7]. 

In figure 2b, a detailed experimental evolution of the time delay as a function of the curvature and its exponential 
fit are presented. Here, the modulated pump power had a low level of 0 mW and high level of 230 mW. Besides, from 
this figure, it is evident the nonlinear behavior of the Å_  as the curvature increases. This behavior is due to the 
nonlinearity of the laser dynamics itself and the nonlinear increment of losses as a function of the curvature. Therefore, 
the nonlinear curvature sensitivity achieved was 326 ms/cm-1 for the curvature range from 0.76 to 2.22 cm-1. 
 

  
Fig. 2. a) Laser transient behavior for different curvatures. The upper trance correspond to the pump switching on. b) Laser rime 

delay as a function of curvature applied to the SMF. 
    

4. Conclusions 

In this work, we report a curvature optical sensor in which a piece of SMF to be bended is inserted into the cavity of 
an erbium doped fiber laser based on two silicon wafers. By taking advantages of the thermo-optic properties of the 
silicon, it was possible to maintain a stable laser emission at 1562.3 nm with a temperature of 17.7 ºC. The curvature 
applied to the SMF can be determined from the time delay parameter of the laser transient response. The nonlinear 
sensitivity achieved for the curvature range from 0.76 to 2.22 cm-1 was 326 ms/cm-1. Finally this sensor arrangement 
can be used for quasi real time applications. 
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Abstract:  
Like an autofocus system in modern digital cameras adjust the camera lens to obtain focus on the 
subject, the proposed system adapts itself to achieve the desired speckle size when the measuring 
distance or type of object is changed. This can increase the measurement range, improve the density 
of the 3D reconstruction and robustness to object change in any laser speckle based 3D measurement 
system. 

 
1. Introduction 

The use of speckle pattern for three-dimensional (3D) shape acquisition is justified and well-proven. A number of 
commercial 3D sensors such as Microsoft Kinect, Prime Sense, and Intel Real Sense exploit some kind of speckle 
pattern to retrieve the geometrical 3D information. Among different types of speckle patterns, the speckles generated 
by a coherent laser light are widely adopted in stereo photogrammetric systems [1-3]. The laser light reflected from a 
surface with variation in thickness (rough surface) produces a grainy pattern due to the interference of the scattered 
waves. This pattern is known as laser speckle pattern and assists in establishing the correspondence between the stereo 
pairs. Speckle size is an important factor to change the appearance of pattern and determines the range and resolution 
of the 3D measurement systems [3, 4]. Depending on the employed algorithm, an optimal speckle size is required for 
the accurate and dense 3D reconstructions. A number of factors depend on the speckle size, such as radius of the focal 
laser spot, roughness of the diffuser, aperture and focal length of the imaging system. These conditions can be 
optimized to achieve the required speckle size at a certain distance. But the speckle size also depends on the distance 
at which it is imaged by a camera. When the object goes out of a specified range the spatial resolution has to be 
compromised or else manually changing the speckle size is required. Furthermore, the object with different reflectance 
property exhibit different results on the speckle size estimation. Even at the same distance, the adjustment of speckle 
size is required when different objects are measured. A typical approach to change the speckle size is to change the 
distance between the rough surface and the observation plane. In real time systems when the objects are dynamic or 
continuously moving, maintaining the speckle size is a strenuous task and often disturbs the hardware setup prompting 
to recalibration of the system. 

To cope with aforementioned issue in speckle based 3D acquisition system, we present the concept of self-adaptive 
speckle pattern (SASP). The pattern maintains the optimal speckle size (defined by the user) when the size changes 
during the measurement due to any reason. 

   
(a)                                 (b) 

Fig. 1. (a) Hardware setup for the proposed system (b) comparison of fixed pattern vs SASP 
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2. Proposed system for SASP 

Fig.1 depicts the optical configuration of the proposed SASP in conjunction with a stereo vision system. The laser 
beam is focused on a ground glass diffuser using a lens to generate the speckle pattern on the measuring object. The 
diffuser is fixed on a mini motorized precision linear stage (PI-M-111) connected to a DC motor controller. The stage 
can be moved in the backward and forward direction within the range of 25 mm. Any one of the image from the stereo 
pair can be used to calculate the speckle size. On the basis of the calculated speckle size, the stage can be moved to 
the position where the optimal speckle size can be achieved. After achieving the optimal speckle size the 3D 
coordinates of the object can be extracted by the stereo camera system. This paper only deals with adjusting the speckle 
size for 3D measurement. The process of 3D measurement is not the scope of this paper.    

3. Real time speckle size calculation 

The average speckle size can be estimated by calculating the autocovariance function of the digitized intensity speckle 
pattern[5]. The full width at half maximum (FHWM) of the Gaussian fit to the sum of the normalized autocorrelation 
function provides the average size of a speckle. This method works best when the entire image is full of speckles with 
no dark background. If the large part of image is without the speckles, it will have a needle like peak in the center with 
little fluctuation elsewhere. The average speckle size cannot be estimated in such case. The raw images acquired from 
the cameras in laser speckle based systems contain substantial amount of dark long range background as the object 
containing the speckles covers only some part of the image. Hence, to calculate the speckle size in real time, the part 
of the image containing only the speckle pattern is desired. For this purpose a framework is developed which includes 
following major steps: 

 
1. Binarize the grayscale image by the following condition 

na(q, /) = G
1	J‰ÿ	n(q, /) ≥ +
0	J‰ÿ	n(q, /) < +

                              (1) 

Where na(q, /) is the pixel value at the (q, /) position after binarization, n(q, /) is the pixel value at the 
(q, /) position before binarization and + is the threshold.  

2. Extract the largest blob in the binarized image using the connected components. 
3. Calculate the centroid of the largest blob. 
4. By using the centroid location of the binarized image, extract the 200 * 200 or 300 * 300 patch from the 

original greyscale image around the centroid. 
  
The above method works on the assumption that the speckle pattern covers only the object to be measured without 
any additional object present in the scene. A reasonable estimate of the speckle size can be achieved using the image 
patch extracted from the above image processing technique as it contains some part of the object which is completely 
covered the speckles. 

4. Results 

To verify the workability of the SASP, first the speckle size is calculated at five different distances with the fixed 
diffuser. As can be seen in the fig.2, the speckle size is decreasing as the distance is increasing. This is due to the fact 
that that the speckles has low brightness and contrast with the increasing distance. To maintain the brightness of the 
speckle at different distance, the aperture has to be changed. In contrast, the SASP pattern maintains the optimal 
speckle size which is defined to be 7 to 9 pixels in this case. SASP can increase the measurement range and improve 
the density of the laser speckle based 3D acquisition. This system can also be used in single camera systems to maintain 
the speckle size at it used single image to calculate the speckle size in real time.  
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Abstract: In this work, we present a study of the interaction stimulated Raman scattering (SRS) of a 
broadband visible spectrum in thin-core fiber (TCF) for optical sensing applications by means of an end-of-
fiber tip. The fiber tip is formed by a conventional optical fiber with a diameter of 10 µm and a length of 5 cm. 
Besides, bending deformation study for the fiber tip with the visible spectrum results are discussed. 

 

1. Introduction 

Supercontinuum (SC) generation is a nonlinear process produced by the interaction of multiple phenomena such as 
self-phase modulation (SPM), cross-phase modulation (XPM), stimulated Raman scattering (SRS), four-wave mixing 
(FWM), the formation of high order solitons, modulational instability (MI) and parametric mix [1]. SC generation in 
optical fibers has attracted considerable research interest in the last years, basically thanks to the development of 
special optical fibers, for instance, single-mode fiber (SMF), high-nonlinearity fiber (HNLF) or photonic crystal fiber 
(PCF) with a high nonlinear coefficient and dispersion properties. Besides, presents applications in diverse fields such 
as optical communication, metrology, and sensors [3]. We propose a sensor fiber tip and SC visible light source based 
on SRS interaction as the pump source. Hence, we study the light distribution at the spectrum changes in the visible 
light source. The wavelength changes are generated by bending deformation of the fiber tip. 
 

2. Experiments and discussion 

Fig. 1 shows the experimental setup for the visible light source; here a microchip passively Q-switched laser is used 
as a pumping source. This laser emitted at 532 nm, with 5 kHz repetition rate, 3 µJ pulse energy, and 0.75 ns pulse 
duration. The laser beam was coupled into a TCF with a length around 30 m by using a 10X microscope objective 
mounted in an XYZ translation stage; at the end of TCF was coupled conventional optical fiber tip with a diameter of 
about 10 µm and a 5 cm-long. The spectrum was registered with an optical spectrum analyzer Ocean Optics USB2000. 

 
 

 
Fig. 1. Experimental setup. 

 
Fig. 2 a) present the spectrum of SC visible light source. Where we observe the appearance of new spectrum peaks. 
This indicates the order Stokes spectrum emitted from the TCF. The Stokes frequency is 
 

 
 

( )1s p vw w w= -
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where represent the frequency difference between the pump and Stokes waves. In the case of pure silica, Raman 
gain is about 13. 2 THz [3]. Six frequencies appear centered at 543.4 nm, 557 nm, 571.5 nm, 586 nm, 602 nm 
and 618.7 nm, respectively. Given the above result, appear sixth-order Stokes in Fig 2 a). In Fig. 2 b) present the 
spectra evolution gradually bending the fiber tip in fourth-order Stokes. Stokes frequency and anti-Stokes frequency 
are incident light beam photons are dispersed by silica molecules, by that suffer a frequency shifting [4]. These are 
obtained by the SBS. 
 

 
Fig. 2. a) generation of sixth-order Stokes in spectrum of SC visible light source in 30 m of TCF pumped by microchip laser. b) 

Spectra evolution gradually bending the fiber tip in fourth-order Stokes.  

 

3. Conclusion 

We studied experimentally the interaction SRS of a broadband visible spectrum by mean a microchip laser at 532 nm, 
in a length of 30 m of TCF. We observed the appearance of the sixth-order Stokes in the visible spectrum. We show 
the wavelength changes in the spectra gradually bending the fiber tip. This fiber tip can propose in future experiments 
with other measurable physical variables such as curvature and torsion. 
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Abstract: A laser temperature sensor based on a core-offset aluminum coated Mach-Zehnder 
interferometer is presented. The experimental results shown a temperature sensitivity of 28 pm/ºC 
and a signal to noise ratio of 45 dB. 

1. Introduction 

In recent years, the use of fiber temperature sensors has been increased since these offers different advantages such as 
durability in harsh environment, high sensitivity and immunity to electromagnetic interference [1]. Moreover, these 
sensors can be implemented to measure different applications among them heat treatments for food, health monitoring 
and aeronautics [2]. In this present paper all-fiber ring cavity laser sensor based on a core-offset aluminum coated 
Mach-Zehnder interferometer (MZI) is proposed for temperature sensing. Here, the MZI is fabricated by core-offset 
fusion splicing 5 cm of single mode fiber (SMF) between two segments of SMFs and the central section is coated with 
aluminum by using the thermal evaporation technique [3]. The experimental results that, the laser emission wavelength 
is shifted when the temperature effect is applied over the aluminum coated MZI in a range from 0 to 90 ºC at 1557 
nm and linewidth of 0.07 nm can be obtained. 

2. Principle of Operation of the Core-Offset Aluminum Coated Mach-Zehnder Interferometer 

Temperature sensor based on a fiber ring laser has previously been reported in other setup [4]. However, in this work 
the MZI was used as wavelength selective filter (WSF) and not as head sensing. For this reason, the authors of this 
work coated the core-offset MZI with aluminum in order to use both as WSF and head sensing. For the purpose of 
implementing the core-offset MZI three sections of conventional single-mode fiber (SMF-28) were used. The 
segments were fusion splicing with an electrical discharger machine (Fitel S175), the central piece of fiber was spliced 
with a displaced downward of 30 µm. Furthermore, the coating process was carry out in a PVD chamber equipped 
with a thermal evaporation system. The fiber was mounted in a simple holder and it was exposed to the vapor for 
several minutes until the aluminum cover all the MZI. Hence, the principle operation of this coated aluminum MZI 
can be explained as follows: in the first core-offset splice, a part of the energy traveling as fundamental core mode is 
transmitted through the core of the next section of SMF, and another part of the energy couples both as cladding-
aluminum section of the next SMF. Due, to the effective refractive index difference among core and cladding-
aluminum, a phase difference can be produced through the same physical length. Thus, the core, and cladding-
aluminum modes travel throughout coated aluminum SMF. Here, it is important to point out, that the aluminum acts 
as a mirror in the cladding-metal interface and recovers some of the energy that was lost before, increasing the quantity 
of modes participating in the interference pattern [5]. At the second core-offset splice, part of the energy traveling 
through the cladding couples back into the core and interfere with the fundamental core mode, causing an interference 
pattern. Finally, core cladding and aluminum metal sections of the central SMF act as the MZI arms and core-offset 
sections act as an optical coupler. 

3. Results and discussion 

The experimental setup for laser temperature sensor is shown in Fig. 1a. Here, a laser diode was used as pumping 
source. As an active medium, 5m segment of erbium-doped fiber was used. The polarization state inside of the cavity 
was adjusted by using of polarization controller. Moreover, to ensure unidirectional light propagation an optical 
isolator was used. Furthermore, the laser output was extracted from the ring cavity by a 99/1 fiber coupler. The output 
was recorded with an optical spectrum analyzer (OSA, Yokogawa AQ6370B). We used a MZI both as WSF as head 
sensing in the setup. For this reason, in order to measure the response of the sensor, the aluminum coated MZI was 
fixed over a Peltier cell heated by using of a proportional-integral-derivative controller (PID) (See Fig. 1b). This 
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temperature control device allows increase the range from 0 to 90 ºC in steps of 10 ºC. In this way, fiber laser output 
spectra for different temperature values are shown in Fig. 2. Here, can be observed, that the laser emission is tuned 
from 1557 to 1560 nm. This can be explained by the fact that the thermal coefficient for aluminum is higher than the 
one for silica. Therefore, by coating a silica with a metal, the enhanced volume change in the device can contribute to 
the fringe shift in temperature changes. Furthermore, the signal to noise ratio of the laser output was ~45 dB, which 
does not change significantly with the applied temperature (See, Fig. 2). In Fig. 3 a laser emission (at 1557 nm) 
behavior is seen, which shows a linear relationship between the wavelength spectra shifting and temperature applied. 
Finally, the maximum sensitivity of our sensor was of 28 pm/ºC and R2= 0.9723 was reached. 

 
Fig. 1. a) Experimental setup of the laser temperature sensing and b) Schematic diagram of the control to change the temperature 

 

                               
Fig. 2. Laser emission spectra for different temperatures values. Fig. 3 Wavelength shifting as a function of the temperature. 

 

               Fig. 4. Measured output spectra recorded every 5 min.                                               Fig. 5 
Slope Laser Efficiency. 
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Abstract: In this letter, a modal fiber interferometer structure is proposed experimentally. The 
interferometer is simply fabricated by splicing a section of ytterbium-doped fiber (YDF) to a coreless 
fiber between two segments of single mode fiber (SMF). The fringe contrast can reach as high as 
~5.124 dBm and exhibits a wavelength nonperiodical transmission sprectrum with a maximum free 
spectral range (FSR) of 6.016 nm. 
Key words: Optical fiber, modal fiber interferometer, ytterbium-doped fiber (YDF), coreless fiber, 
interferometer fabrication 
 

1. Introduction 

Interferometers, since its emergence to recent times, have been widely used due to their advantages of immunity to 
electromagnetic interference, high resolution and sensitivity, compact size, cost-effective, and so on [1- 3]. Optical 
fiber sensors, based on interferometers, play an important role in fields such as biomedicine, biomechanics, 
environmental monitoring, food engineering, seismic and sonar applications, oil industry, navigation and other fields 
[1, 4]. The interferometric sensors, have also been used for the measurement of refractive index (RI) [1, 5, 6]. In recent 
years, many interferometers based RI sensors have been commercialized successfully [1]. 

To date, several structures of in-fiber interferometers have been implemented based on different optical fibers. 
Optical fibers doped with rare earths have been investigated to develop a new technology of temperature sensors 
because their emission and absorption properties depend on this parameter [7-9]. 

In this paper, a simple modal fiber interferometer based on a compact structure is presented, which was formed 
by fusion splicing a section of ytterbium-doped fiber with another segment of coreless fiber between two SMFs. 
 

2. Modal Fiber Interferometer Fabrication Process 

The modal fiber interferometer structure proposed is illustrated in Fig. 1. The fabrication process only involved fiber 
cleaving and fusion splicing. A section of end cleaved single mode YDF (Yb1200-4/125, Ytterbium Doped Fiber, 
Liekki), the choice of YDF was due to its smaller core diameter than that of SMF, the core and cladding diameter were 
~4.4 µm and 125 µm, respectively, this piece was spliced to a standard communication SMF (SMF-28e, Corning) by 
a commercial fusion splicer (FSM-100M, Fujikura), in the manual mode, then the other end of the YDF was achieved 
another splicing joint to a segment of coreless fiber (Thorlabs) with a certain length, the cladding diameter of coreless 
fiber employed in experiment were 125 µm. And finally, the other end of the coreless fiber was spliced to SMF piece. 
The YDF has exceptionally high doped concentration, which makes the refractive index of its core slightly larger than 
the SMF. 

Fig 1. Schematic diagram of the modal fiber interferometer 

3. Experimental Setup 

The schema based on the use of a YDF-coreless fiber interferometer is shown in Fig. 2. The experimental setup 
includes 0.26 m of YDF used as a gain medium. The YDF is pumped by a laser diode with maximal power of 250 mW 
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at 980 nm through a 980/1060 nm wavelength division multiplexer (WDM). The output spectrum is measured by using 
an optical spectrum analyzer (OSA) with resolution 0.5 nm. 

Fig 2. Experimental setup 
 

4. Results and Discussion 

When the light passes through SMF into the YDF, more power is injected into the cladding of YDF due to its smaller 
diameter of fiber core. At the YDF/coreless fiber interface, the fundamental mode of YDF will begin to diffract, now, 
the power is coupled into the coreless fiber, which structure works as a core of 125 µm. And then, at the spliced point 
of coreless fiber/SMF, light will be coupled back to SMF core. Three similar structures were fabricated under the same 
characteristics, were obtained their spectral response and spatial frequency spectrum for each structure in two forms, 
YDF-coreless fiber and coreless fiber-YDF. 
 

4. Conclusions 

The interference phenomenon, was tested experimentally in three similar structures, which measurements were about 
a maximum FSR of 6.01 nm, minimum FSR of 1.11 nm, and a maximum and minimum fringe contrast of 5.12 dBm 
and 0.22 dBm, respectively. In addition, the proposed structure is easy to fabricate and is formed by a section of optical 
fiber doped with a rare earth (Yb), these advantages make it suitable for sensing applications. 
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Abstract: An angular deflection laser sensor in ring configuration is presented, based on a 
wavelength selective filter (WSF), which was manufactured by splicing a segment of thin core fiber 
(Thin-Core Fiber, TCF) between two segments of single-mode fiber SMF-28 (Single-Mode Fiber). 
A spectral shift of the thin core fiber modal interferometer TCFMI (Thin-Core Fiber Modal 
Interferometer) was obtained at different angles of deflection in steps of 17.86 µrad. Also, a single-
line laser emission was obtained, which was uniformly displaced to the left side in a range of 1534.7 
nm to 1531.5 nm by means of the angular deflection in the interferometer section. Finally, the 
experimental results showed a sensitivity of 0.87498 nm/µrad for angular deflection on the 
interferometer section. 
OCIS codes: (280.3420) Laser sensors (060.0060) Fiber optics and optical communications. 

 

1. Introduction 

In recent years, tunable fiber optic lasers have been studied. Tuning can be achieved using different techniques, which 
are based on Bragg gratings, long period gratings (LPG) and wavelength selective filters (WSF) such as Mach Zehnder 
and Fabry-Perot interferometers [1,2]. Also, filters based on long-period gratings connected with thin-core fiber (TCF) 
have been implemented to simultaneously measure the refractive index of a liquid and its temperature [3]. On the 
other hand, intensity demodulated torsion sensors have also been implemented based on selective filters of thin-core 
fiber (Thin-Core Fiber, TCF) [4]. In the previously described research work, some techniques to achieve the tuning of 
a fiber laser are studied, and some sensors based on selective filters of thin core fiber (Thin-Core Fiber, TCF) are 
studied. This work focuses on the implementation of an angular deflection laser sensor, which is based on a thin-core 
fiber modal interferometer (Thin-Core Fiber Modal Interferometer) to which deflection angles of less than 1 rad are 
applied to achieve the tuning of the laser. 
 

2. Experimental setup and Results 

The experimental configuration of the tunable laser is presented (figure 1 (a)), in which a semiconductor diode with a 
wavelength of 980 nm was used as a pump source (Thorlabs, model QFBGLD-980-350) and as a means of tuning and 
sensing a modal interferometer was used which was built with a thin core fiber segment (Thin-Core Fiber, TCF) 
between two communications fiber segments SMF28 (Single-Mode Fiber, SMF). The designed TCFMI (Thin-Core 
Fiber Modal Interferometer) interferometer was implemented with a 2 cm segment of commercial thin-core optical 
fiber (460-HP, Nufern) whose core diameter is 2.5 µm with a cut-off wavelength of 430 ± 20 nm. The pigtail fiber 
was configured at 104 mW and the tuning of the fiber laser was achieved by means of the angular deflection of the 
TCFMI interferometer in steps of 17.86 µrad. A section of the spectral response of the implemented interferometer 
shows a shift towards the left side in a range of 1549 nm to 1552 nm (figure 1(b)), the TCFMI follows the 
principle of a Mach Zehnder type interferometer, in which the separation Dl between consecutive crests is given by 
the equation Dl = l2/(DneL) where Dne is the effective refractive index difference between the core and cladding 
regions of the thin core fiber TCF, λ is the wavelength and L is the length of the interferometer. Also, a sensitivity of 
0.87498 nm was obtained (figure 1(c)). On the other hand, a tuning range of 1534.7 nm to 1531.5 nm nm was obtained 
(figure 1(d)). 
 

3. Conclusion 

An angular deflection laser sensor was implemented, a tuning range of 1534.7 nm to 1531.5 nm nm was obtained by 
the method of angular deflection in the TCFMI interferometer section. Also, the angular deflection laser sensor had a 
good linearity in the dynamic range between 0 to 89.3 µrad and a sensitivity of 0.87498 nm/µrad. 
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(a)                                                                                              (b) 
 

(c)                                                                                         (d) 
 

Figure 1. (a) Tunable laser experimental setup. (b) Section of the spectral response of the TCFMI interferometer. 
(c) Sensitivity response for TCFMI. (d) Tuning of a single laser emission. 
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Abstract: In this work, we present an experimental study of supercontinuum generation using a 
high-power sub-nanosecond microchip laser and special optical fibers, such as high-numerical 
aperture and dispersion shifted fiber, with the addition of 100 m of single mode fiber (SMF-28) 
wrapped around different diameters. Furthermore, the change of order where these fibers were 
spliced produced an output spectrum width of 950 nm or power variation of 1.5 dB for the best 
conditions. 

 
1. Introduction 

Supercontinuum generation (SG) is a nonlinear phenomenon, observed by first time in 1970 [1]. SG received more 
attention in the middle of 90’s with the invention of microstructured optical fibers and the development of 
commercially available high-power pulsed lasers. SG is the spectral broadening of light caused by the interplay of 
linear and nonlinear effects, such as Stimulated Raman Scattering (SRS), Self-Phase Modulation (SPM), Cross-Phase 
Modulation (XPM), and Modulation Instability (MI). The involved nonlinear effects depend on the pump wavelength 
and the zero-dispersion wavelength of the optical fiber [2-4]. There are two main parameters to obtain a nonlinear 
phenomenon: a high-power pump and a nonlinear media. The objective of this study was to obtain SG, as flat as 
possible, by induction of bending loss, employing different optical fibers. 

2. Experimental setup 

A sub-nanosecond microchip pulsed laser was used as pump with an operating wavelength of 1064 nm, repetition rate 
of 5 kHz, output energy of 8µJ, and output peak and average power of 8 kW and 100 mW, respectively. Light emitted 
from the microchip laser was coupled into the optical fiber by means of a microscope objective. The first special 
optical fiber placed was a 5 m high-numerical aperture (High-NA) fiber (Fiberlogix) or a 20 m High-NA fiber 
(Thorlabs). Next, we spliced two other optical fibers, 5 m of dispersion shifted fiber (DSF) (Corning) and 100 m of 
single mode fiber (SMF-28), whose order were exchanged to observe the differences in the output spectrum. From 
past works, we know that supercontinuum spectrum can be modified by inducing bending losses to the fiber [5]. For 
this reason, we wrapped around the SMF-28 in three different objects with different diameters: a 14 cm cylinder, a 5.4 
cm cylindrical tube and a cone. These three configurations were exchanged with the DSF to get numerous 
measurements given by diverse setups of optical fibers. 

3. Results and Discussion  

Figures 1 and 2 show the best results obtained using first 5 m of High-NA and 20 m of High-NA, respectively. 
Additionally, the configurations used may be seen in the legend. High-NA fiber spliced with DSF were added to show 
the evolution of the output spectrum. First and second Stokes were visible in 1115 nm and 1174 nm, which means that 
Stimulated Raman Scattering (SRS) is involved in the broadening process. The addition of SMF increased notably the 
spectral width to a maximum of 950 nm, from 750 to 1700 nm, limited by the OSA span (from 600 to 1700 nm). Two 
important flatness sections for Figure 1 are from 750 to 1064 nm and from 1350 to 1700 nm. In the blue line, a 6-dB 
variation is observed in the first region, while a larger variation of 10 dB happened for the second region. This is the 
same for the green line with a considerable power loss in the first region. There was an inverse relationship with 
spectral width and flatness in the second region: while spectral width increased, flatness decreased; and while spectral 
width increased, power variation increased as well. 
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However, if high-flatness is pursued, the configurations in Figure 2 are recommended. First, there is a totally different 
output spectrum for High-NA fiber in comparison with Figure 1, which immediately has high-flatness. Nevertheless, 
there is a lower spectral width since there is a lack of broadening below the pump wavelength, due to the properties 
of the optical fiber. Moreover, a remarkable 1.5-dB power variation within the range from 1400 to 1600 nm was 
achieved, as well as a third Stokes at 1237 nm. 

4. Conclusion 

Supercontinuum generation was achieved by means of a high-power microchip pulsed laser, standard and special 
optical fibers, such as High-NA fiber and DSF. Furthermore, a maximum spectral width of 950 nm and a high-flatness 
of 1.5 dB power variation was achieved with two different configurations. With the correct design and elements 
available, the broadband spectrum could be used as active medium for a fiber laser. 
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Figure 1. SC output spectrum with 5 m 
of High-NA fiber. 

Figure 2. SC output spectrum with 20 m 
of High-NA fiber. 
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Abstract: A semi-automatic and reconfigurable mechatronic stage was designed and constructed to 
precisely control the fiber cleaving process to obtain Fabry-Perot (FP) cavities of small size. It was 
possible to fabricate FP interferometers with cavity length as small as 5 µm. The theoretical 
reflectance of the fiber FP cavities was studied by means of the simulation of the interference 
phenomenon. This simulation also allowed to calculate the length FP cavities fabricated by 
comparing the experimental and theoretical reflection spectra. The FP cavities fabricated can be 
used to develop optical fiber sensors to measure physical variables as strain. 

1. Introduction 

Fiber optic interferometers have important advantages for sensing including high resolution, good electromagnetic 
interference immunity, and fast response. The simplest configuration is the Fiber-optic Fabry–Perot Interferometers 
(FFPI) also known for its high sensitivity and its impact in harsh environment sensing [1]. The most common 
fabrication process of the FFPIs consists of three steps: wet chemical etching, fusion splicing, and cleave. FFPI 
structure is simple, in contrast to fiber Mach–Zehnder and Michelson interferometers where couplers can potentially 
obscure sensor operation and data analysis [2]. In this work, a semiautomatic platform for the construction of 
micrometric FFPI is proposed. Several FFPIs with cavity lengths of 5 to 300 µm were fabricated in order to 
characterize the performance of the process; length of the cavities were calculated through the simulation of the 
interference phenomenon [3].  

2. Fundamentals of the Fiber-optic Fabry–Perot Interferometers FFPI 

A typical FFPI sensor consists of fiber section (cavity) sandwiched between two semi-reflecting surfaces with 
reflectivity R0 and R1, respectively, as seen in Fig. 1. The cavity acts as the sensing element of the device, it has been 
shown that sensitivity increases as the FP cavity length (L1) decreases. 

 
Fig. 1. Basic scheme of the FFPI 

  The reflectivity of the FFPI structure shown in Fig. 1 is described by the equation (1), where ϕ is the initial phase.  

  (1) 

3. Platform design and fabrication  

In order to construct an FFPI with a specific cavity length, the alignment of the optical fiber is very important. In Fig. 
2 a representation of the portable platform is shown, this included two double scissor platforms, two bases for the 
motorized translation stage, two fiber optic fasteners, a scissor platform for the cleaver that were designed and 
constructed in the center facilities. Two compact motorized translation stages MTS50-Z8E, THORLABS were used 
to control the fiber movement. A fiber cleaver FC-6, SUMITOMO ELECTRIC, an EDMUND OPTICS microscope 
and a charge-coupled device (CCD) with a resolution of 640x480 pixels where installed to control the fiber cleaving 
process. With this platform it is possible to construct FFPI easily and repeatable. 

( ) ( ) ( )2
0 0 1 0 0 1 0 11 2 1 cos 2R R R R R R R kn L j= + - + - +
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Fig. 2. Scheme of the semiautomatic platform designed and constructed.  

4. Fabrication and characterization of Fabry-Perot cavities  

Once the platform was assembled FP cavities were fabricated following the same procedure. The first step was to 
stablish the real capabilities of the platform by finding the smallest cavity that can be fabricated. The calculated lengths 
of the smallest cavities fabricated are shown in Table 1. This shows that it is possible to build small FP cavities serially 
with a standard deviation in the cavity length L1 of 0.97μm. The experimental reflectance of some of these cavities 
are shown in Fig. 3, the simulated reflectance was obtained using Eq. (1). The lengths of the cavities was calculated 
by means comparing the experimental and simulated spectra. Figure 3 shows the measured reflection spectra of three 
different FFPIs and their theoretical approximation.   

 
Fig. 3. Optical spectra of the FFPI reflectance assuming a cavity length of a) 7.22µm, b) 5.401µm and c) 7.0755µm. 

    

Table 1. Calculated lengths of the cavities FP constructed. 
No. L1 [µm] No. L1 [µm] No. L1 [µm] 

1 4.92 5 5.401 9 7.0755 
2 5 6 5.429 10 7.22 
3 5.1 7 6.452 11 7.396 
4 5.178 8 6.483 12 7.455 

 

5. Conclusion 

A semi-automatic platform was designed and built to manufacture FP cavities in a simple and repeatable way. FFPI 
were fabricated and the experimental spectra were compared with the simulated spectra calculated from the 
interference model. It was shown that it is possible to build FP cavities up to 4.92μm. The final cavity length was 
estimated comparing the simulated and experimental spectra. This platform allowed to fabricate FFPI with potential 
applications to develop high sensitivity strain sensors and other physical variables. 
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Abstract 
Cleaning and compressing soliton spectrum plays important role in the all-optical process. In the 
present work, we report the suppression of Kelly sideband as well as compressing the soliton 
spectrum through a polarization-imbalanced NOLM. As an input source we used a mode-locked 
fiber ring laser with 0.6 ps time duration and 1550 nm central wavelength. The results show more 
than 95% suppression of Kelley sidebands and two times compression of bandwidth. The maximum 
transmission of NOLM was 20%. The cleanup of soliton spectrum is possible using a NOLM as 
intensity filter without dependence of wavelength. 

 
1. Introduction 
In the passive mode-locked fiber laser, the soliton pulses are often accompanied with dispersive waves that can form 
of spectral sidebands due to spatial in homogeneities in the cavity, these spectral sidebands called Kelly sidebands [1]. 
Spectrum soliton without sidebands is important for many applications such as optical sensors, processing, optical 
communication, and pulse generation [2-3]. Non-linear loop mirror (NOLM) with soliton input pulses founds a good 
technique for cleaning of Kelly sidebands. The NOLM can be imbalanced in different ways, as power, dispersion and 
polarization. Polarization imbalance non-linear loop mirror indicates fantastic results [4-5], due to its possibility to 
obtain from lowest to highest transmission. The soliton pulses with 0.6 ρs time duration used as input source, which 
generated by a fiber optical ring laser. The result shows applying 1.7 mW of input power is sufficient to get very good 
suppression of sidebands in different wavelengths. In the other hand for 0.9 mW of input power more than two times 
compressing of spectrum was observed at the output of NOLM, and only the 5% of Kelly sidebands remained. 
 
2. Experimental setup 
The experimental setup used for suppression and compression of the spectrum is shown in Fig. 1. Soliton pulses 
generated by a mode-locked fiber ring laser with 0.6 ps time duration and 1550 nm central wavelength as an input 
signal source. The pulses were amplified by an EDFA. It passed through an isolator to avoid the reflection of light 
inside the laser source. Then, the light goes toward the polarization controller (PC1) to adjust circular polarization. 
The pulses split by a 90/10 coupler, 10% for monitor the polarization and power and 90% goes to the NOLM but 
before there is PC2 to obtained circular polarization in the input of NOLM. The NOLM consist of two 50 m pieces of 
fibers twisted in opposite directions; for cancelling the birefringence. A quarter wave retarder (QWR) used to break-
up the symmetry of loop and achieve different nonlinear phase shift for counter-propagating pulses. A 50/50 coupler 
placed to have very low transmission at low power. The spectrum was measured at input and output of the NOLM 
using optical spectrum analyzer. 
 

 
 

Fig.1. Experimental setup 
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3. Results 
Figure 2 (a) shows the input spectrum of NOLM with power of 0.9 mW with Full Width High Maximum (FWHM) 
5.5 nm. From the figure the maximum Kelly sidebands appeared in 1559 nm. The others are in 1555 nm and 1570 nm. 
Figure 2 (b) indicate the result of output of NOLM. From the output it is clear that there is two times compression of 
bandwidth. In the 1559 nm there is 95% suppression of the Kelly sideband. In this case the transmission of NOLM is 
1.5%. Furthermore, for wavelength of 1555 nm and 1570 nm there are 55% and 85% suppression of Kelly sidebands, 
respectively. Figure 3 (a) shows input spectrum of NOLM with power of 1.7 mW and FWHM=4.23 nm. It is showing 
in this power the number of Kelly sidebands increased. The maximum pedestal is for 1559 nm. Figure 3 (b) indicates 
the result of NOLM output with two times compression and 83% subtracting of sidebands for 1559 nm. The 
transmission of NOLM in this case is 20%. 
 

 
 

4. Conclusion 
In summary, an experimental study of the use of the polarization-imbalanced NOLM to clean and compress solitons 
was presented. In the input power with 0.9 mW and 1.7 mW, we observed the compression of the spectrum more than 
two times. The strong side bands present at the input were suppressed more than 95% for 0.9 mW input power. 
Moreover, for 1.7 mW of input power we observed 85% suppression for 1570 nm. 
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Abstract: Automated inspection of pipes using robotic systems is of great importance to the pipe 
manufacturing sector. While conducting visual inspection of larger pipes by humans is practiced in 
industry, extending this to smaller pipes would not be a possible solution. Robotic systems, instead, 
are gaining attention for being used for conduction pipe inspection either as an alternative or a 
complementary method to that by subjecting pipes to high hydrostatic pressure for testing (pipe 
bursting test). Structured light, such as that in collimated laser patterns, can be very effective in 
highlighting defects seen by the imaging sensors. In order to achieve the highest spatial resolution, 
keeping the relative pose between the imaging sensor and pipe’s surface at constant plays a crucial 
role. In this paper, we propose a visual servoing technique based on laser-optics structured light and 
perspective imaging using two collimate parallel laser lines projected onto the pipe’s inner surface, 
for positioning the imaging sensor right on the center line of the pipe. The proposed visual servoing 
technique guarantees that the distance and orientation between the imaging sensor and the pipe’s 
surface will remain the same through a 360-degree radial rotation, leading to the highest spatial 
resolution that the system can provide. A model-based optimal control strategy is used that 
minimizes the deviation from the image set point while keeping the energy consumption, due to the 
camera motion, at minimum without violating the constraints associated with the imaging sensor’s 
FOV, and the voltage applied to the joint motors. 

 
1. Problem Definition 

The research problem is: Servo control all degrees of motions of a laser-optics sensor mounted on a wheeled- based 
robot moving inside a pipe for doing pipe inspection. A CAD model of the system and also a picture of the 
experimental setup can be seen in Figures (1a) and (1b), respectively. 
 

Figure 1a: CAD model of the robot. Figure 1 b: The experimental setup. 

As can be seen from Figure (1a/b), a laser-projecting device, that shines two collimated parallel laser lines onto the 
pipe’s surface, along with a perspective camera, with its projection center right on the bisection of these laser lines, are 
mounted on a platform that can move vertically. The sensor platform, namely the laser line projector and the camera, 
can also rotate 360 degrees along the longitudinal axis of the pipe. The sensor platform is also mounted on a wheeled-
based robot that can provide forward/backward motion inside the pipe, which facilitates pipe inspection segment by 
segment. The inspection process is carried out in a stop-scan-go fashion for each segment. 

In this paper, we assume that any sway motion in the mobile base is compensated by a separate controller, which 
is not addressed in this paper. It is noteworthy that this sway in motion is kept at minimum given that the mobile base 
will move at a slow speed (i.e., 5 cm/s) and that it is equipped with wheels with trapezoidal profiles, which tend to 
bring the robot back to the middle of the pipe passively. 

Precise and fast servoing of the imaging platform towards its goal configuration, while inspecting the pipe is of 
great importance for achieving the highest accuracy and resolution. Defect detection, sizing, and classification would 
be required for inspecting pipes. These will be affected by the relative pose between the imaging sensor and pipe’s surface, 
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therefore, maintaining the pose of the camera at its desired value, despite external disturbance, is critical. 
An optimal control strategy based on Model Predictive Control (MPC) paradigm is proposed for fast and energy- 

optimal control of the sensor’s motion while not violating constrains that the system is subjected to. Examples are: 
Constraints on the camera’s FOV, kinematic and range-of-motion (i.e., reachability) constraints on the linkages used 
in the sensor platform, and constraints on motor’s dynamics (i.e., how fast they can move and what their permissible 
acceleration/deceleration are). 

2. Problem Formulation 

The dynamics of the linear actuator and the parallel platform attached to that holding the imaging sensor can be written 
in the compact form as: 

'̇	=	J(	'(+),	”(+))	
W◊	≪	W('(+),	”(+))	≤	W”	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 (1)	

'(0)	=	'0	
The image feature, s is defined as the distance between the two collimated laser lines in the image, d, and 
the position of the vertical bisection line between these two lines in pixels, o. The optical flow associated 
with this proposed image feature, #̇	is related to the rate of change in the parallel platform’s vertical 
motion, *̇	via image Jacobian, Ls, as in Eqn. (2), considering the state and image constraints, [2]: 

#	̇ 	 =	É#(#)'̇	
ℎ◊	≪	ℎ(#(+),	'(+))	≪	ℎ”	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 (2)	
#	=	[=,	‰]√,	 	 	 '	=	[*]√	

Combining Eqns. (1) and (2) leads to Eqn. (3) in which the full dynamics of the coupled system is given: 
#	̇ 	 =	 	 É#	J('(+),	”(+))	

n◊	≪	n(#(+),	'(+),	”(+))	≪	n”	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 (3)	
'(0)	=	'0,	#(0)	=	 	 #0	

The control objective is to bring the image feature, e.g., the distance between laser lines in the image and the location 
of its center point, to their desired value and location within the image, respectively, while minimizing the motion and 
also the energy consumption based on a quadratic performance index. 
A control-space parametrization is also carried out to conduct the optimization over an infinite horizon in real time by 
using an exponentially-decaying basis function based on orthonormal Laguerre functions, [4]. 

3. Results 

The proposed servoing algorithm was implemented on the experimental setup. Figure 2 shows a representative set of 
results. As can be seen, the controller performs well in terms of servoing the imaging sensor towards its desird position 
inside the pipe using the information obtained from the images of the two collimated parallel laser lines. Servoing was 
conducted with a reasonable response time and without violating neither sensor nor control input constraints. 

 
Figure 2: Servoing the imaging sensor to its desired pose. 
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Abstract: A temperature sensor consisting of two three-core-fiber segments is demonstrated. 
Ratiometric measurements of the signals provide a sensitivity of 0.036/ºC which is two orders of 
magnitude higher than their individual signals. 

 
1. Introduction  

Up to now, plenty of fiber optic sensors have been implementing to measure temperature by using Mach-Zenhder 
interferometer [1], photonic crystal fibers (PCF) [2], and Fabry-Perot cavities [3], just to mention few. The output of 
these sensors is an interference pattern that undergoes a spectral shift when the temperature is modified. Most of them 
take advantage of the thermo-optic coefficient (TOC) of the silica which has a low value (6.3x10-6/ºC) [4], allowing 
the measurement of high temperatures with these fiber sensors. Materials with high TOC are added to such sensors in 
order to increase their sensitivity and then it is feasible monitoring with high precision temperatures below 60 ºC [5]. 
The disadvantages of these sensors are not only their complex fabrication process but also expensive equipment to 
interrogate them, such as an optical spectrum analyzer (OSA).  

Here we report a fiber optic sensor based on a multicore fiber (MCF) in a ratiometric power scheme. This 
configuration provides a simple fabrication process, which is also cost-effective since an OSA is not required for 
monitoring the output. 

2. Fabrication process and experimental results 

The MCF that was used to fabricate this sensor consists of three coupled germanium-doped cores whose diameters 
and pitch are 9 µm and 11 µm, respectively. This TCF does not require a special technique to be spliced with a single 
mode fiber (SMF) since one of its cores is at the center of the fiber. A FITEL splicer (Model S178) was used to splice 
the TCF with the SMF using a program that aligned the fibers by the cladding. Two sensors were fabricated by cutting 
two segments of TCF, whose length was 3 cm, and by splicing them between two SMF. In order to test each sensor 
an experimental setup was built consisting of a superluminescent diode (SLD) to launch light (from 1450 nm to 1650 
nm) into a directional coupler (50/50), which is transmitted through a polarization controller before it reaches the TCF. 
The output signal from the sensing elements can be detected either by an OSA or individual identical photodetectors, 
as shown in Fig. 1 (a). 

 

 
Fig. 1. (a) Schematic diagram of the measuring setup. SLD: Superliminicent Diode, DC: Directional 
coupler (50/50), PC: polarization controller. TCF: Three-core-fiber. (b) Experimental interference 

patterns out of phase by tuning the polarization observed with 3 cm-long TCF. 

 

The fundamental mode from the SMF that is coupled to the central core of the TCF excites supermodes, and the 
interference between them as they propagate along the TCF produce a sinusoidal signal that was detected by the OSA. 
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We adjusted the polarization controllers to obtain that the transmission of the sensor 1 is out of phase (π radians) with 
respect to the signal of the sensor 2, see Fig. 1 (b). When the temperature is increased both transmission function of 
the sensors underwent a redshift. In this situation the sensor 1 increased its power whereas the sensor 2 decreased its 
power, see Fig. 2 (a). The sensitivity of sensor 1 and sensor 2 are 3.5x10-4/ºC and 2.5x10-4/ºC, respectively. In spite of 
the low sensitivities, the sensors were capable to measure the changes in the temperature. Nevertheless, taking 
advantage of the opposite amplitude response of the sensing elements, we can take the ratio of both signals in order 
to enhance the sensitivity of the system. A higher sensitivity was achieved by making a comparison between the 
outputs of the two sensors (rate between sensor 1/ sensor 2). The sensitivity of this ratiometric device was 0.036/ºC, 
as shown in Fig, 2 (b), which is two orders of magnitude higher as compared to each sensing element. This new 
scheme not only achieves a higher sensitivity (two orders of magnitude higher) but also provides a more reliable 
sensor. 

 

 
Fig. 2. (a) Variation of the optical power at difference temperatures, for sensor 1 and sensor 2. (b) 

Variation of the rate between sensor 1 and sensor 2 at different power. 
 

3. Conclusions 

In summary, a new temperature sensor based on TCF in a ratiometric power scheme was proposed and demonstrated. 
The sensor is simple to fabricate and capable of measuring a range of temperature from 22 ºC to 200 ºC. A higher 
sensitivity was accomplished with the ratiometric power scheme by using TCF, and the interrogation system of this 
device is simple to implement and is relatively inexpensive. Such advantages make them a good candidate for real 
industrial applications. 
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Abstract: It is presented a system for automating the current and temperature in the controller 
ITC4020, necessary to characterize and handle until 20 A of current of a laser diode (LD) which is 
applied in the development of pulsed fiber lasers. 

 
1. Introduction 
The laser diode (LD) is an electronic device, which transforms electricity into light. Its principle of operation is like 
other laser, constituted by: source of pumping, a gain medium and a resonant cavity [1]. Even though a LD is designed 
to operate for more than 100,000 hrs. At the laboratory it is common to find several damaged devices, with symptoms 
ranging from: loss of brightness, shift in the threshold current of the diode, change in the divergence of the beam, 
difficulty to focus the beam spot, until finally the lack of lase [2]. 

We use high power LD for developing pulsed optical fibers lasers [3], and is mandatory the well-functioning on 
the LD. Thus, it is recommended to make a small investment of time and effort to choose or develop the best 
equipment, that adapts to the needs of the LD to be implemented. However, most of the equipment has connectivity 
systems, designed to operate through general purpose computer or PC. 
 
2. Development of the system proposal 
In this section is described the basis and first steps for controlling a LD instrument, the current and temperature 
controller, the Thorlabs ITC4020. The protocol is known as standard commands for programmable instruments (SCPI) 
[4]. The idea is stablishing a connection with the instrument via general-purpose instrumentation bus (GPIB) or more 
recently the universal serial bus (USB), see Fig. 1 (b). Mechatronics plays an important role automating the 
experiments; all you need to know is programing in a common language like C++, C#, or Visual Basic (VB), an 
example on Fig. 1 (a) for VB. 

(a)       (b) 

  
 

Fig. 1. (a) Extract of code for include the instrument, (b) Instrument recognized by a PC. 
 

Next steps include download drivers, firmware, utilities and programming references. Once the device is identified 
it can be manipulated, controlling parameters like the on/off, voltage/current of operation, time delay on, the 
proportional-integral-derivative constants. Taking control on the full functionalities of the instrument. Including in 
some cases the manipulation of levels not reachable in the manually mode. 

There are in the market various boards, working with microcontrollers or microprocessors, some popular, like 
Arduino, or the pic32, but there are also new ideas, in this case the eight-core propeller microcontroller, besides we 
find the well-known raspberry-pi or the beagle bone black (that needs for operate an operative system). 
 
3. Results and discussion 
The advantages are automatization in the laboratory, it means you can turn on/off devices even when you have not 
arrived the lab, or protect it when a variable jump up, in a program adequate for your needs. The system helps us to 
automate a high-power LD fiber pigtailed. That we need to increase the current automatically while we ensure the 
coupling into an optical fiber. In the experiment we vary the current that is supplied to the LD, covering an interval 
from 700 [mA] to almost 5500 [mA], with increments of 50mA. Fig. 2 (a) shows the instrument, the LD and the 
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system for automating the current change. At Fig. 2 (b) depicts the current-optical power (I-P) graph. Finally, at Fig. 
2 (c) is presented an example on how the automated LD is applied for pumping and characterizing an ytterbium doped 
fiber (YDF), necessary for our high-power pulsed fiber lasers. 

(a)        (b) 

        
(c) 

 
 

Fig. 2. (a) Automated system scheme, (b) I-P LD characterization, and (c) several measurements on a YDF 
pumped by the automated LD. 

 

4. Conclusions 
The implementation of this system is useful for the automation of the instrument. Because the control allows us to 
have better operating resolutions, in terms of current and temperature; with increments than are not possible manually. 
Those advantages allow us to work accurately on the experimentation of high power pulsed fiber lasers, where a power 
variation makes appears undesired nonlinear phenomena. 
 
This work was supported by CONACyT on the doctoral student 245146, the Cátedra project No. 3155, and the projects 
CB 257691 and CB 2016-286916. 
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Abstract: An accurate optical fiber thermometer based on Surface Plasmon Resonance (SPR) 
phenomenon is proposed and experimentally demonstrated. The fiber device consist of a single-
mode fiber (SMF) spliced between two multimode fibers (MMF), the SMF section was coated with 
a thin Cr/Au film. The evanescent wave of the modes propagating through the SMF cladding 
interacts with the gold layer producing the plasmon excitation. Gold-coated fiber was covered with 
Polydimethylsiloxane (PDMS), due to its high thermo-optic coefficient, which acts as temperature 
transducer. Tracking the wavelength of the SPR dip allowed to measure the temperature with a 
sensitivity of 3066 pm/°C.  

 
1. Introduction 

Optical fiber sensors technology have been continuously evolving to satisfy the growing demand of sensors with 
improved sensitivity, resolution, accuracy or dynamic range. This demand is mainly motivated by the unique 
properties that fiber optics offer (electromagnetic immunity, low chemical and biological reactivity, small size and 
low weight, multiplexing capabilities), highly appreciate in a wide range of industrial applications. Optical fiber 
temperature sensors are the most representative example of the successful expansion of this technology to practically 
all strategic industries. Fiber Bragg gratings (FBGs) and fiber interferometers (FI) are intrinsically sensitive to 
temperature, condition that has been successfully exploited to propose a myriad of schemes to sense temperature. 
However, the temperature sensitivity of FBGs is modest (10 pm/°C), besides they are highly sensitive to stress (2 
pm/µe) [1]. By contrast, the temperature sensitivity of some interferometric sensors is high (1000 pm/°C) but the 
sensor schemes and the interrogation methods are in general complicated [2]. Here we propose a temperature sensor 
that takes advantage of the high refractive index sensitivity of the fiber SPR sensors. In this scheme the condition for 
plasmon excitation is tuned by the external temperature that changes the refractive index of a material with a high 
thermo-optic coefficient bonded to the fiber. We demonstrate that this temperature sensor is highly accurate and stable, 
with a temperature sensitivity of 3066 pm/°C, is biocompatible and can be easily integrated in schemes for biosensing 
applications. 

2. Optical fiber Surface Plasmon Resonance sensor fabrication  

The structure of the fiber used is shown in Fig. 1(a), which consists of a piece of SMF (10 mm) inserted between two 
MMF. Light injected into the core of the lead-in MMF is partially coupled to the core of the SMF and the rest is 
coupled to cladding modes. A small portion of the energy of the cladding modes is propagated as evanescent wave at 
the interface of cladding-external medium. Finally, part of the energy of the SMF cladding modes is coupled to the 
MMF core. When SMF cladding is coated with a gold thin film the plasmon excitation is possible. The evanescent 
wave is coupled to plasmon when phase-matching condition between the light and plasmon wave-vector is satisfied. 
Using the multilayer method described in [3], assuming a SMF length of 10 mm, and a MMF and SMF core diameter 
of 62.5 and 4.5 µm, respectively, it was found that the most suitable thin gold film thickness for this application was 
30 nm. A chromium and gold thin film of 3 and 30 nm were successively deposited over one side of the SMF section 
by thermal and electron beam evaporation, respectively. Then fiber was rotated 180 degrees and the same thin films 
were evaporated. A white-light source and an optical spectrum analyzer were connected to each end of the gold-coated 
fiber device, as can be seen in the diagram shown in Fig. 1(b). The gold-coated fiber was mounted inside a rectangular 
container (35x10x10 mm, WxDxH) made with a stereolithography 3D printer (Form2, Formlabs), and the 
transmission spectrum was recorded. Then Polydimethylsiloxane (mixing ratio 1:15, PDMS Sylgard 184) was poured 
into the container to cover the fiber, the transmission spectrum was recorded and normalized to that measured in air. 
The resulted spectrum exhibits a characteristic SPR dip at 786.72 nm, see Fig. 2(a). PDMS was cured by heating it at 
40 °C for 6 h using a Peltier plate, after curing the transmission spectrum (blue line) was shifted to a new position at 
808.32 nm. The overall power level of the dip also increases, we believe this change is due to the thermal expansion 
coefficient of the resin used to fabricate the container that causes a slight strain of the fiber. Finally, the refractive 
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index change of PDMS before and after curing was 1.4192 and 1.4246, these values were taken from the refractive 
index characterization curve of the gold-coated fiber obtained by immersing the fiber into water-glycerol solutions 
with different concentrations whose refractive indexes were measured with an Abbe refractometer.  

3. Optical fiber temperature sensor characterization  

When fiber sensor is heated (cooled) the refractive index of PDMS decreases (increases), due to the high thermo-optic 
coefficient HO_}

_v
[ = 	−4.66	'	10CÕ ∕ °CM, and the resonance dip of the SPR curve shifts toward shorter (longer) 

wavelengths as can be seen in Fig. 2(b). By tracking the wavelength of the dip it is possible to stablish a one to one 
calibration curve between temperature and resonance wavelength. The sensor calibration curve exhibits a linear 
behavior in the range from 10 to 40°C as can be seen in Fig. 2(c). 

4. Conclusions  

A fiber thermometer based on an optical fiber SPR sensor was proposed and demonstrated. A multimode – single-
mode – multimode fiber structure was used as a coupler to excite plasmon at the interface of thin gold film deposited 
over the SMF section and the external medium. The fiber SPR sensor is highly sensitive to the external medium 
refractive index changes. Embedding the fiber in PDMS that has a high thermo-optic coefficient, allowed to measure 
ambient temperature by tracking the shift of the SPR dip produced by the refractive index changes of the PDMS. The 
sensor exhibited a linear response in the range of 10 to 40 °C with a temperature sensitivity of 3066 pm/°C and a 
resolution of 0.5 °C. The structure of the thermometer is robust and compact, besides the response is highly stable, 
these features makes this sensor highly attractive for biosensing applications.   

 
Fig. 1 (a) Representation of the optical fiber device. (b) Experimental setup for fiber transmission measurement. 

  
Fig. 2. (a) Experimental transmission spectra of fiber SPR when is covered with PDMS, before and after curing. (b) Experimental 

transmission spectra of fiber sensor when external temperature changes. (c) Temperature sensor calibration curve and linear 
approximation. 
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Abstract: A numerical study of a dual-channel prism-based Surface Plasmon Resonance (SPR) 
sensor is accomplished considering a three-layer structure (prism/metal/polymer). Two different 
materials for each layer are taking into account to optimize the performance of the sensor.  

1. Introduction 
Refractive index (RI) sensors based on SPR using a prism have been shown high sensitivity, precision, and 
reproducibility. These characteristics have made them appeal for application in different areas such as biology, 
chemistry, and pharmaceutical industry. One drawback of the RI sensors is that any environmental temperature 
variations cause a RI value fluctuation, which means that an error is introducing in the measurement. It has been 
proposed devices that measure these two parameters at the same time to overcome this issue [1, 2].  

Here, we report a numerical analysis of a SPR sensor based on a prism, in Kretschmann configuration, for 
measuring RI and temperature simultaneously. The sensor structure comprises a semi-cylindrical prism whose base is 
coated with a metal layer; then, a thick polymer layer is covering half of this film generating two sections for sensing. 
Laser beam is aligned to hit at the interface of these two sections, in the angle rotation scheme the reflected signal 
exhibits two well defined dips. The metal-bare section and the polymer-pad can be used for sensing RI and temperature 
changes, respectively. In the numerical simulations the following material were used SF10 and NSK16 (glass of the 
prism), Au and Ag (metals), and polydimethylsiloxane (PDMS) and poly (methyl methacrylate) (PMMA) (polymers). 
 
2. Simulation results and discussion 
The setup that is used for simulating the experiment is shown in Fig. 1 (a). Using the multi-layer (N-layer) model [3], 
it was simulated the reflectance of a prism made of NSK16 coated with 50 nm-thick film of silver (gold) and half of 
this films was covered with PDMS (PMMA), sea Fig. 1 (b) and (c). It was assumed that metal layer in the bare section 
is in direct contact with water (n = 1.3328) but in the section covered with the polymer does not interact with the liquid 
due to polymer thickness (5 mm). Silver-coated prims shows two well behaved dips for both polymers, but in the case 
of gold layer and PMMA dip generated is thicker and deformed due to high RI of the polymer (this configuration is 
not good for multi-parameter sensing). Using a prism made of SF10, the simulation was repeated, see Fig 1 (d) and 
(e). Two well behaved dips were observed for each polymer. Sharper SPR valleys are generated by using a silver film 
since the dielectric constant of the silver (real and imaginary part) is smaller than that of the gold.  
 

 
Fig. 1 (a) Setup used for the simulating experiment. Simulated reflectance using NSK16 prism coated with (b) gold, and (c) 

silver. Simulated reflectance using SF10 prism coated with (d) gold, and (e) silver. 
 

RI sensibility was analyzed by simulating the reflectance of the prisms made of NSK16 and SF10 coated with 
silver and gold, respectively, and half covered with PMMA, see Fig. 2 (a) and (b). The temperature was fix at 25 ºC 
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meanwhile the RI of the liquid that was in contact with the bare section was varied. The sensitivity of the 
NSK16/silver/PMMA is larger than that of SF10/gold/PMMA. Although silver gets sharper dips and better sensibility, 
gold does not oxidize as fast as silver when it gets in contact to liquids. Since PDMS thermo-optic coefficient (-
4.66⨯10-4/°C [4]) is higher than PMMA coefficient (-1.3⨯10-4/°C [5]), PDMS is better for temperature sensing. Then, 
we decided to use NSK16, gold, and PDMS for simulating the following experiment. The reflectance of this device is 
numerical simulated using a prism made of NSK16 coated with 50 nm-thick film of gold and half of this films covered 
with PDMS. Fig. 2 (c) shows how the PDMS dip moves as the temperature increase, in a similar way the resonance 
angle θBare of the dip moves as the RI varies, see Fig. 2 (d). The temperature sensitivity of the polymer pad and the RI 
sensitivity of the bare section were -0.0596 deg/ºC and 96.6797deg/RIU, respectively, see Fig 2 (e). 

 

 
Fig. 2 (a) Simulated reflectance using NSK16 prism coated with silver. (b) Simulated reflectance using SF10 prism coated  

with gold. Simulated reflectance using NSK16 prism coated with gold (c) at three different temperatures  
and (d) four different RI at 25 ºC. (e) Temperature and RI sensitivities of the sensor. 

 
3. Conclusions 
In summary, a dual-channel prism-based SPR sensor was proposed and numerical analyzed. In this study, we found 
out that structure that presented a better performance was NSK16/gold/PDMS. The temperature sensitivity of the 
polymer pad and the RI sensitivity of the bare section were -0.0596 deg/ºC and 96.6797deg/RIU, respectively. 
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Abstract: In this work, a numerical technique known as Integral Equation Method (IEM) was used 
to model the optical response of two-dimensional photonic structures of hexagonal lattice with rods 
that have smooth and rough surfaces, under TM polarization. Photonic structures were modeled by 
different materials. One of them was formed with dielectric – dielectric media and the other with 
dielectric – dispersive LHM media. We found that the optical response was modulated by the 
roughness of the surface of the inclusions. We also found that scattering patterns depend on the type 
of photonic structure and the incidence angle. Additionally, when we consider the two-dimensional 
photonic structure with rough surfaces, we approach a real physical system and this causes changes 
in the reflective optical properties. 

 

1. Introduction 

Photonic Crystals (PCs) are periodic arrays of different materials in one- (1DPC), two- (2DPC), and three- dimensions 
(3DPC) whit unit cells whose magnitude is on the order of the wavelength of the light [1]. PCs properties have been 
the subject of much research in last years because of its potential to development completely optical integrated circuits 
[2], or optical sensors [3]. In 2DPCs periodicity occurs in two directions, while in the other it is invariant. One of the 
purposes of this type of material is to control the reflection and/or transmission of light through its structure by the 
diffraction phenomenon. The reflective optical properties of the 2DPhC depend on the type of periodicity, geometry 
of the inclusions, the refractive index contrast and the filling fraction of the photonic structure [4]. 

When proposing a PC it is necessary to study the optical response of the system. In this work, the IEM [5] is used 
to calculate the optical response of 2DPC of the hexagonal periodicity with cylindrical inclusions with smooth and 
rough surfaces, under TM polarization. The results show that the roughness of the surfaces modulates the optical 
response. The IEM is based on the two-dimensional Green's second integral theorem applied to the Helmholtz’s 
equation, in which integral equations obtained form a set of unknowns that are the field and its normal derivative 
evaluated in the contours that separate the regions of the system. In order to have a finite sampling of points, the 
contours are divided into small regions, Δs, so the coupled equations are approximated by sums that result in an 
inhomogeneous matrix system, whose solution determines the source functions. With these source functions, the 
optical response is obtained.  

2. Results 

The optical response of a two-dimensional photonic structure that consisting of a periodic array of parallel dielectric 
rods of circular cross section embedded in background dielectric material (ε = 1), whose intersections with a 
perpendicular plane form a triangular lattice is presented in Fig. 1. The rough surface profile on the inclusion wall of 
circular cross section is obtained by means of a realization of a Gaussian correlated random process that obeys a 
negative exponential probability-density function (PDF). Reflectance and scattering patterns for a photonic structure 
with 500 (5×100) dielectric circular cylinders are shown in Figs. 1(a)-(c), and a photonic structure with 720 (6×120) 
dispersive LHM circular cylinders in Figs. 1(d)-(f). The dashed curves shown correspond to an independent realization 
of the roughness with a correlation length lc = 0.05λ and a standard deviation of heights σ = 0.01λ and the solid curves 
for a smooth profile of the inclusions cross section. In both cases, the filling fraction f = 0.10 was used. Photonic 
structures were illuminated with a Gaussian beam. The 1/e half-width of the modulus of the incident Gaussian beam 
projected on the center of the structures was g = 12 µm with TM polarization. 

For these cases, the optical reflectance and transmittance are modulated due to the roughness of the surface of the 
inclusions, as shown in Fig. 1(a) and Fig. 1(d). However, the scattering patterns remain unchanged. Thus, scattering 
patterns depend on the type of photonic structure and the incidence angle. 
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3. Conclusions 

Using the integral method, it was possible to study the propagation of electromagnetic waves through truncated 
periodic photonic structures. This provided the opportunity to model the reflectance and scattering patterns of a couple 
of two-dimensional photonic structure that consisting of a periodic array of parallel dielectric rods of circular cross 
section embedded in background dielectric material. We found that the optical response was modulated by the 
roughness of the surface of the inclusions. We also found that scattering patterns depend on the type of photonic 
structure and the incidence angle. 
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Fig. 1. Reflectance (R) and transmittance (T) as a function of the incidence angle of a photonic structure with (a) 500 
dielectric cylinders and 720 dispersive LHM cylinders, under TM polarization. Photonic structures were illuminated with 

reduced frequency beams ꞷr=1.176 (λ=850 nm) and ꞷr=0.636 (λ=1.57 µm), respectively. Scattering patterns of each 
photonic structure for (b) and (e) normal incidence, and (c) and (f) incidence at 30º. 
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Abstract: In this work we consider an electromagnetic system composed of two flat perfectly 
conductor surfaces and a periodic array of circular cylindrical inclusions forming a photonic crystal 
waveguide. This periodic system has a band structure given by a dispersion relation that allows us 
characterize eigenmodes of the system. We consider an integral numerical method to calculate field 
intensities corresponding to eigenmodes over a wide frequency range.  Under certain conditions, 
the system presents disordered patterns of field intensities. We believe that the explanation of 
disordered patterns is the phenomenon of electromagnetic chaos. Since it is well known that the 
surfaces of materials always have a certain degree of roughness, it can be concluded that chaos 
contributes to the presence of disordered field patterns.  

1. Introduction  
It is now recognized that the basic random interference phenomenon underlying disordered patterns has close parallels 
in many other branches of physics and engineering [1]. It is also well known that, as a result of the interference among 
the distinct random contributions from the scattering centers, on scale of the optical wavelength, the scattered field 
pattern appears disordered, with certain granularity. This irregular pattern is best described by methods of probability 
theory and statistics.  

The study of the statistical properties of disordered systems is of fundamental importance because it leads to 
phenomena such as weak (enhanced backscattering) [2] and strong (Anderson) [3] localization, intensity correlations 
[4], and universal conductance fluctuations [5]. The study of the transport properties of random systems has considered 
that the disorder in the system is usually represented by impurities that are randomly distributed throughout the sample. 
However, it is worth mentioning that our system of a waveguide with smooth rippled surfaces can present disordered 
field patterns; under certain conditions, of course. This kind of systems has been the subject of several studies in recent 
years due to their importance in waveguides that are related to photonic crystals, as per Ref. [6]. These systems, which 
constitute periodic arrays of different materials with a unit cell of dimensions of the order of the wavelength, have the 
potential to develop new technologies of integrated optical circuits [7]. The geometry of waveguides with inclusions 
has been considered to constitute some billiard systems in order to study their quantum and classical transport 
properties [8].  

This paper examines an electromagnetic waveguide composed of two flat perfectly conductor (PEC) surfaces and 
a periodic array of circular cylindrical inclusions [See Fig. 1]. We used an integral numerical method to calculate field 
intensities corresponding to eigenmodes over a wide frequency range. Thus, this paper completes the study of the 
system introduced in Ref. [9]. The results of this study show that the system has many interesting properties. 

 

  
Fig. 1. Waveguide composed of two flat perfectly conductor surfaces and a periodic array of circular cylindrical inclusions. 

2. Results  

For this work, a waveguide formed by two flat perfectly conductor surfaces (without inclusions) was considered, with 
ö = 1.5, “ = 20, ÿ = 0. In these calculations it is common to introduce dimensionless quantities, so our results will 
be expressed in terms of a reduced frequency given by Ç≠ = “ 20⁄ Ç and a reduced Bloch vector given by r≠ =
“ 20⁄ r. We obtained the field normalized intensity for both the low reduced frequency Ç≠ = 2.2400 [Fig. 2(a)], 
and the high frequency Ç≠ = 70.0122 [Fig. 2(b)]. In the case of a waveguide with flat walls, no chaos phenomenon 
appears. 

In order to make reliable calculations in the case of high frequencies, it is necessary to use small discretization 
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intervals. Due to numerical approximations involved, Üj = (“/Ç≠R&u)/20	was used. This value produced a good 
resolution in our calculations, which was then verified by comparing the numerical results with the corresponding 
analytical results for the flat waveguide. 

Finally we consider a waveguide formed by two flat perfectly conductor surfaces and a periodic array of circular 
cylindrical inclusions forming a photonic crystal waveguide. The parameters considered are: ö = 1.5, “ = 20, ÿ =
0.3ö. In this case we obtained the normalized field normalized for the reduced frequency Ç≠ = 1.2100 [Fig. 2(c)] 
and Ç≠ = 70.0224. For all cases we use the Bloch vector r≠ = 0 and TE polarization.  

 
Fig. 2. Field intensities in a photonic crystal waveguide with	ö = 1.5, and “ = 20, for ÿ = 0 with (a) Ç≠ = 2.2400 and 

(b) Ç≠ = 70.0122, and for ÿ = 0.3ö with (c) Ç≠ = 1.2100 and Ç≠ = 70.0224. 
 

Upon comparing the normalized field intensities obtained, the last case [Fig. 2(d)] shows a distribution of the field 
with greater disorder. We believe this is a manifestation of electromagnetic wave chaos, since in this regime led us to 
think that the intensity of the eigenmode is an uncorrelated random variable as a function of a point (', )) in the unit 
cell. The field intensity shown in Fig 2(d) is not enough to ensure the presence of chaos; nevertheless, some systems 
classical with similar geometry, such as the Sinai billiard, presents chaos behavior, and this is our main argument. 

3. Conclusions 

An integral numerical method was applied to study a photonic crystal waveguide composed of two flat perfectly 
conductor surfaces and a periodic array of circular cylindrical inclusions. It is important to note that for certain 
conditions, disordered patterns of field intensities in our system were obtained. Some classical systems with similar 
geometry, such as the Sinai billiard, presents chaos behavior. This is our main argument in terms of interpreting some 
of our results as manifestations of electromagnetic wave chaos in the analyzed system. 
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Abstract: In the present work, we show a numerical study of the electromagnetic response of two-
dimensional square lattices such as finite photonic structures formed by cylinders embedded in air 
and holes in a drilled in a metamaterial matrix. We applied a numerical technique known as Integral 
Equation Method (IEM) to calculate the optical response of the proposed finite systems by 
calculating reflectance and transmittance as a function of the angle of incidence. The calculations 
were performed by varying the filling fractions and introducing a roughness on the surfaces of the 
cylindrical inclusions under TE polarization. The results obtained show that the roughness on the 
surfaces of the cylindrical inclusions affects their reflective and transmissive properties of two-
dimensional square lattices. 

 
1. Introduction 

Metamaterials, also known as Left-Handed Materials (LHMs), have attracted great research interest among 
researchers in different fields. This enthusiasm can be attributed mainly to its unique electromagnetic characteristics, 
due to the fact that the light vectors (E, H, k) form a triad of orthogonal vectors with left orientation for a wave 
propagating through these media [1]. An important quality of these materials is that they have a negative refractive 
index within a given range of the electromagnetic spectrum. 

The study of the propagation of light in finite photonic structures is based on numerical methods. In this work, we 
applied the numerical IEM [2, 3] which presents some advantages in comparison with other methods, since it has the 
capacity to study different aspects of these systems that have complicated geometries and very novel physical 
properties, such as those corresponding to the LHMs. 

  
2. Theoretical approach 

The present work aims to make a theoretical and numerical study of the electromagnetic response of finite systems 
such as photonic structures formed by cylinders embedded in air and holes in a drilled in a metamaterial matrix, 
considering a roughness on the surfaces of the cylindrical inclusions. The IEM employed is based on the Green's 
second identity to solve the Helmholtz equation. The description of the Integral Equation Method can be found in Ref. 
[3], as well as the dielectric function and magnetic permeability, as a function of frequency, used to numerically model 
the optical properties of the LHMs.  
 
3. Optical response of finite two-dimensional square lattices composed of cylindrical inclusions with smooth 
and rough surfaces 

As examples of applications, we consider different systems of finite two-dimensional square lattices such as photonic 
structures formed by cylinders embedded in air and holes in a drilled in a metamaterial matrix, considering a roughness 
on the surfaces of the cylindrical inclusions that form our proposed systems. Finite photonic structures are composed 
of 500 inclusions (125 inclusions in the X-direction and 4 inclusions in direction of the Y-direction). In Figs. 1(a) and 
(c) show the results obtained from the optical response by calculating the reflectance and transmittance as a function 
of the incident angle that is illuminated by a Gaussian beam and filling fractions J = 	0.04  and J = 	0.06 , 
respectively for the TE polarization. To study the effects of roughness in these systems, we considered a profile that 
has a roughness with a correlation length æ = 0.05Œ and a standard deviation of heights of ˜ = 0.02Œ  on the 
surfaces. This profile is defined by a realization of a Gaussian-correlated random process that obeys a negative 
exponential probability-density function (PDF) [4]. In Figs. 1(b) and (d), we show the results of the equivalent system 
formed by cylinders embedded in air that include LHM.  
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In these systems, the optical properties given by the refractive indexes m = −1.87 and m	 = −1.25 correspond 
to medium containing inclusions in the case of finite photonic structures formed by air holes in an finite plate and the 
medium contained in the cylindrical inclusions embedded in air, respectively. The parameters used for these systems 
were: a length of interfaces ◊	 = 	125 !m, a distance between interfaces =	 = 	5 !m and a half-width of the 
Gaussian beam of W	 = 	2.12 !m for Œ = 1.33 !m (Ç≠ 	= 	0.75) and of W	 = 1.99 !m for Œ = 1.25 !m (Ç≠ 	=
	0.80).  
 

 

Fig. 1. Reflectance (solid curves) and Transmittance (dotted curves) for finite two-dimensional square lattices formed by 
periodic arrays of cylindrical inclusions of smooth or rough surfaces (with parameters � = 	Ë.ËÄá and à = 	Ë.ËÏá) with 

filling fractions of ((a) and (b)) â = 	Ë. Ë and ((c) and (d)) â = 	Ë.ËÔ	 for the TE polarization. 
 

When comparing the results of the different systems of finite two-dimensional square lattices with cylindrical 
inclusions of smooth surface with their corresponding rough surface systems, we can observe that the reflective and 
transmissive properties are affected for the polarization TE by including a roughness on the surface of the cylindrical 
inclusion.  
 

4. Conclusions 

A numerical method, known as the IEM, was used to calculate the electromagnetic response of two-dimensional 
square lattices. By comparing the results of the optical response, of the different proposed systems, we conclude that 
the roughness on the surfaces of the cylindrical inclusions affects the reflective and transmissive properties. These 
results are very important because they indicate that this aspect is important to take into account in the process of 
manufacturing of a finite two-dimensional square lattice. 
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Abstract: In	 this	work	we	present	a	numerical	 study	of	 the	electromagnetic	 response	of	a	
Photonic	Crystal	Waveguide	(PCW)	formed	by	two	flat	conductive	plates	containing	inclusions	
with	smooth	and	rough	surfaces	of	dispersive	metamaterial	(LHM).	The	numerical	technique	
we	have	used	to	perform	the	calculations	is	known	as	the	“Integral	Equation	Method”	(IEM).	
The	numerical	results	the	PCW	that	contains	dispersive	metamaterial	(LHM)	inclusions	with	
arbitrary	geometries,	present	an	electromagnetic	surface	mode	at	frequency	ωr	=	0.7503. This 
mode is a surface-plasmon mode with a frequency very close to Çä

ãåç , whose corresponding 
intensity distribution is highly-localized in the vicinity of the vacuum–LHM interface. 

 
1. Introduction 
In recent decades, many researchers have done various theoretical studies on how to control the electromagnetic 
properties of materials and the behavior of light through them. The interest of this work is to the study of surface 
plasmon polariton (SPPs) excitation in PCWs that contain LHM because the behavior of light when interacting with 
these have interesting properties in since electric field E, magnetic field H and wave vector k form a system of 
orthogonal vectors with a left orientation for a wave propagating through these media [1]. This property is useful in 
the development of new integrated optical circuits having novel features [2]. 

2. Theoretical approach 
Assuming the time dependence }Cxé~ for the electromagnetic fields, the wave equation can be transformed to the 
equation of Helmholtz 

	∇3Ψb(P) + r3Ψb(P) = 0,                                    (1) 
where the index j = 1 or 2 indicates the j-th medium with dielectric constant db  forming the system under study, as 
shown in Fig. 1. The function  Ψb(P) represents the field Ez in the case of TE polarization being considered in this 
work. It is considered that the electromagnetic field Ψb(P)  satisfies the boundary conditions and periodicity 
conditions of the PCW in the horizontal direction by means of the Bloch theorem. Now we introduce a function of 
Green G(P, Pó) = q0bo

(D)(Ç|P − Pó|/ä) where bo
(D)(*) is the Hankel function of the first kind and zero order. Taking 

into consideration the geometry of the system shown in Fig. 1, and applying the two-dimensional Green’s second 
identity for the functions Ψ and G, we obtain 

D

Õ~
∮ O

íìXPîZ

í]
G(P, Pó) −

KïXP,PîZ

K]
Ψ(Pó)[ =#′

ñ
= Ω(P)Ψ(P),                       (2) 

being Ω(P) = 1 if r is inside the unit cell and Ω(P) = 0 otherwise. ds’ is the differential arc’s length, Hó is the 
outward normal vector to ≈, and the observation point r is infinitesimally separated of contour ≈ outer to the unit 
cell. 

 
Fig.1. Graphic description of the PCW of flat conductive surfaces and a periodic array of inclusions with arbitrary geometry of 

different materials. The Γ contours define the unit cell or the system with periodicity in the x-direction. 
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By doing a discretization of the contours Γb , we can numerically represent Eq. (4) through an algebraic linear 
system >(Ç)?(Ç) = 0 which has an associated representative matrix, M, whose a nontrivial solution is if the 
determinant function	ü(r, Ç) = ln(|det	(>)|)	is zero. More details on the method are given in Ref. [3]. 

The properties of LHM given by d(Ç) and !(Ç) are expressed in the form [4] 

d(Ç) = 1 −
võ
�

v�
			y			!(Ç) = 1 −

Ev�

v�Cvw
�	,                          (3) 

with the plasma frequency Ç° and the resonance frequency Ço . These functions allow us to determine the region 
where the LHM has a negative refraction index within the frequency range Ço < Ç < ÇÖ˚  with the parameters 
Ç° = 10/20, Ço = 4/20, ? = 0.56 and ÇÖ˚ =

vw
ÅDCT

= 0.9597 [3]. 

3. Results 
In Fig. 2, we show the functions ü(r = 0,Ç≠). The geometric values of the unit cell were: ö	 = 	40, “	 = 	20 and 
the filling fraction J	 = 	0.005 (Figs. 2(a) and (c)). Firsly, we illustrate the case with smooth surfaces (Fig. (a)). 
Subsequently, the surface roughness with standard deviation of heights ˜ = 	0.17Œ and correlation length æ =
	0.001Œ (Fig. 2(c)). Showing the position of the extreme minimum is identified as the frequency of the mode with the 
value Ç≠ = 	0.7503, in both cases. Which corresponds to a surface plasmon mode with a frequency of Ç≠

°ƒù =
ÇoÅ2 (2 − ?)⁄ = 0.7502 in the LHM–vacuum interface [3]. Moreover, the intensity of the electric field within of 
the unit cell is shown in Fig. 2(b) and (d), respectively. 

Fig. 2. Functions ü(r = 0,Ç≠) for PCWs formed with two perfectly conducting flat surfaces and a periodic arrangement of 
cylindrical inclusions of dispersive LHM. The parameters used were: ö = 40, “ = 20 and J = 0.005 of cylindrical inclusions 
with (a) smooth and (c) rough surfaces with ˜ = 0.17, æ = 0.001. (b) and (d) electric field distribution at the frequency Ç≠ =

0.7503 corresponding to the cases shown in (a) and (c). 

It should be noted that due to the computational challenge we face when calculating the electric field intensity, 
we are still improving the calculation of it with a larger roughness. However, these results give evidence of the surface-
plasmon mode in the vicinity of the vacuum-LHM interface. 

4. Conclusions  
For the specific LHM considered, we found surface-plasmon modes on the vacuum-LHM interface of cylindrical 
inclusions with smooth and rough surfaces. Which allow us to conclude that the roughness does not affect the position 
of the mode, even varying the size and shape of the LHM inclusion. These surface modes can be used as another 
alternative in the development of applications in different fields of science and technology ranging from biomedicine 
to telecommunications. 
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Abstract: Acoustic-optic (or acousto-optics) dispersion is a phenomenon that occurs when light as 
an electromagnetic field interacts with a translucent material in which a sound-induced spatial 
distribution of its refractive index is present. That is, light from a source of interest gets diffracted 
by a crystal lattice in which sound-provoked photo-elasticity occurs. That diffracted light can then 
be analyzed for different properties of the source. The experimental and theoretical basis of the 
phenomena were proposed in early 20th century, mainly by Brillouin and Raman, respectively. Since 
the progressive development in optics and electronics over the last century, acousto-optics as a field 
in its own right has strongly transited towards applied technology such as image processing in 
military applications. We propose the conformation and setup of an acoustic-optic system in order 
to capitalize on its capability to provide hyper-spectral images of objects to explore the possibility 
of conducting plastic auto-parts characterization in terms of color. Current methodologies regarding 
the same subject use mainly Colorimeters, which by default can not provide the same amount of 
spectral information than an acousto-optic system could gather. Yet still, some of the current 
methodologies keep relying on naked eye subjective observations for certain stages of their data 
gathering. In this context, a distinctive potential of acousto-optic technology lies within the subject 
of plastic auto-parts cosmetic corrosion (PACC) characterization, term which would refer to the 
study of undesirable changes in color (in plastic auto-parts) due to time and exposure. 

 
1. Introduction. 

Auto-parts industry is clearly one of the most important industrial sectors in Mexico. In 2016 figures it represented 
2.8\% of its gross domestic product and 16.9\% of its total manufacture activity, and the country consolidated itself as 
the 7th world's largest auto-parts producer in 2017. The industry has shown an overall growth of more than 40\% from 
2008 to 2016. That represented an approximate growth from 9.5\% to 16.9\% of the manufacture sector GDP in that 
time frame [1, 2].  That dynamic has brought intense accompanying research and development activity in Mexico 
related to the sector as well, both in private and public institutions in a much needed and developing supporting role 
to the industry. 

One of the current concerns that more technology and economy-savvy customers have been expressing to 
automotive industry relates to undesirable cosmetic or aesthetic changes due to time and exposure of all kinds of 
plastic auto-parts used for both interior and exterior application in motor vehicles. It is understood that this represents 
one of the most important factors upon which buying decisions are made by actual customers, complementing usual 
factors such as vehicle performance, security, communication, and technology integration features, along with a 
numerous list of others. Facing that, the automotive industry have had to develop standards and protocols to ensure its 
processes can come up with products with sufficient quality to meet these and others consumer's criteria. For example: 
research, development, and testing of plastic materials which retain its cosmetic properties in terms of color for at 
least a period of time equivalent to the engine/chassis warranty is one of the goals within this subject. 

Besides being one of the customers main concerns regarding automotive aesthetics perceptions and requirements, 
the subject has in itself great importance as well, since the industrial treatment to the plastic materials which happens 
to prove itself to fulfill cosmetic requirements could affect other material properties as well, such as mechanical ones. 
Additionally, the standards that currently are typically used to validate a new material before sending it to plastic 
injection processes present a lack of proper technical measurement for the optical aspects defining important properties 
in the context of plastic auto-parts cosmetics, such as color. One key aspect to consider is that all current tests employed 
in the industry are, in one stage or another, based on human naked eye observations, prone to different types of 
methodological subjectivity. 
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Thus, we propose in this paper a new methodology to study changes in automotive plastic components by using 
acousto-optic filtering of the light coming from them. This technology has the ability to analyze the reflection of 
objects for a wide range of the spectrum; from the near infrared to the ultraviolet [3-10]. The images are acquired at a 
high spectral resolution that gives details about the hyper-spectral information of a particular material, greatly 
complementing the information that can be gathered by means of Colorimeters, which are the main current data 
gathering technology employed in the subject.  
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Abstract: The progress achieved in the application of EM surface modes as sensing devices in 
systems composed of one-dimensional photonic crystals-bulk materials is reviewed, and some 
features not considered in the existing literature are analyzed. In particular the decaying length 
beyond the transverse section of a Gaussian beam is determined when considering that composing 
materials are real dielectrics with a small extinction coefficient. 

 

1. Introduction 

Some years after the invention of photonic crystals (PC) [1], surface electromagnetic waves (SW) that can 
exist at the interface between a semi-infinite one-dimensional photonic crystal (1DPC) and a bulk material [1-3] have 
been applied in a sensing device based on the attenuated total reflectance in a similar way to surface plasma waves 
(SPW) on metals to determine optical properties of thin films and liquid substances [4]. 

 
Important advantages of SW against SPW as a sensing device are that PC surface modes are built from highly 

stable dielectric materials. The 1DPC-bulk system can be constructed to present SW at any frequency of the 
electromagnetic spectrum and its sensitivity can be manipulated depending on many factors, as the truncation of the 
layer in contact with the bulk material, the extinction coefficient of composing dielectric layers, and the number of 
periods of the finite 1DPC. These factors will affect the penetration depth of the EM waves within the PC and the 
decaying length along the surface and as a consequence the sensitivity of the system.    

 
It has been demonstrated elsewere [1-2] that a SW which is a highly localized mode long a PC-bulk interface 

is located in regions of the dispersion diagram below the light line of air or vacuum and within a band gap [2-3]. In 
Fig. 1a we show the band structure under TE polarization of a 1DPC whose period is composed of symmetric period 

of three dielectric layers p/2-q-p/2 with refractive indices and thicknesses: nm, , 

and nm respectively. In this dispersion diagram , and  represent the 
reduced frequency, and the reduced parallel component of the wave vector respectively. The normalization constant 

 and c is the speed of light in vacuum.  
 

 
 
 
 
 
 
 
 
 
 
 
                                

Fig. 1. a) Band structure of 1DPC under TE polarization. Allowed bands are indicated by 
shaded regions and band gaps with white color. The light line for vacuum is shown in red 

line b) Reflectance vs. wavelength in the region around the SW for  and 

44.2=pn 4.48=pd 46.1=qn
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, which correspond to with an incident medium of . 
 

Within the first bang gap an SW is indicated by a dashed curve. In Fig. 1b the reflectance as a function of the 
wavelength in the region around the SW is graphed for a finite system with five periods. In order to observe the SW a 

five period PC was considered assuming an absorption index . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Profile of the electric field intensity for different truncations of the layer in contact 
with the bulk. a) upper graphic SW at  nm last layer nm. Middle 

SW at nm nm. Lower SW at nm nm. 
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Abstract: In this work, we report an autonomous system for real-time monitoring of the plantar 
pressure distribution. The system is developed using standard components which add versatility to 
the system. Sensors are integrated in insoles that are incorporated to the footwear. Wireless 
transmitters are used to transmit the information from sensors to the computer, where the developed 
graphical interface shows the dynamic images representing the plantar pressure distribution. 
Hardware and algorithms are presented. 

 
1. Introduction. 
Osteoarthritis (OA) is considered a health problem worldwide, the prevalence of the OA increases with the time, being 
almost permanent on people over 75 years old [1]. OA is a chronic-degenerative disease characterized by the 
progressive loss of the cartilage that covers the joint surface; it affects knees, hip, shoulders and hands [2]. OA is the 
most common degenerative disease of the knee, being one of the main causes of pain and incapacity on the elder adult; 
affecting their economic situation and lifestyle [3]. OA is a multifactorial disease mainly caused by age, gender, 
obesity, joint misalignment, among others [4]. 

Although some of the risk factors cannot be controlled like age or gender, factors as joint misalignment, overweight 
and lifestyle can be moderated to preserve the articular cartilage of the knee. The knee joint misalignment can be 
originated by anomalies on the plantar pressure distribution [5]. These anomalies are caused mainly by deformities on 
the foot or bad gait habits. For this reason, the need arises to detect these anomalies on the plantar pressure distribution 
on an early stage to have a proper treatment for it; avoiding joint misalignment and decelerate the cartilage 
degeneration in the knee joint. In this work, the design and development of a dynamic images system for plantar 
pressure distribution is presented. 

2. Experimental methodology and results. 
The dynamic image monitoring of the plantar pressure distribution is performed using a pair of sensing insoles 
integrated on footwear. The sensing insoles were constructed with standard components, decreasing the cost 90% 
compared to other existing systems in the market. Each insole has eleven sensors distributed on specific supporting 
points of the foot. Acquisition signal, signal conditioning and wireless transmission of sensing data are performed by 
the control circuit which can be found inside of a pocket sewed on the upper part of the footwear; making the 
monitoring system an autonomous device. 

 
 

Fig. 1. Sensing footwear 
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The sensing data is transmitted through radio frequency modules to a computer, where the graphical interface 
processes and displays in real-time the plantar pressure distribution. The graphical interface was programmed on 
LabVIEW. The interface has other features as well, like customization, organization and storage of the plantar pressure 
distribution files. In Figure 2, the main screen of the LabVIEW´s graphical interface developed is shown. 

 
Fig. 2. Main screen of LabVIEW´s interface 

 

The graphical interface generates real time images from the plantar pressure distribution. These images can be an 
important source of information for a specialist to determine a treatment for the adjustment of the plantar pressure 
distribution of a patient. Also the real-time monitoring system can be implemented for following up the evolution of 
plantar pressure distribution in patients before, during and after the treatment. 

 
Fig. 3. Images of plantar pressure distribution 

 

The adjustment of the plantar pressure distribution will help to prevent joint misalignment and, at the same time, 
to decelerate the degeneration of the knee joint cartilage; improving the quality of life of patients with risk of suffering 
knee osteoarthritis. 

The presented system makes use of standard components, pressure sensors, multiplexors, microcontrollers and 
radio frequency modules. This makes the system versatile as any change needed can be immediately applied. Also the 
system allows remote access to the sensing data which opens the possibility for image processing algorithms to identify 
pathologies on the knee joint. 
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Abstract: The present work focuses on the analysis of a two-axis solar tracking system controlled 
in open- loop by a Proportional-Integral-Derivative control plus feedforward and a solar position 
algorithm in order to calculate the trajectories. 

 
1. Introduction 
One of the main sources of renewable energy is the Sun, which produces energy in its inner core in a process called 
nuclear fusion, this energy is radiated and is known as solar energy. The solar tracking systems seek to take advantage 
of the largest amount of solar energy with the correct position, this condition requires that the collector surface is as 
perpendicular as possible to the sun's rays, therefore, the optimal collection can only be reached by making the system 
follow the Sun. By providing tracking to the system, the total energy received on a clear day can be 35% to 40% 
greater than the same system in a static state. 

The two most common systems for tracking the sun's trajectory to achieve the highest possible performance are: 
with one axis, this is employed to follow the sun from east to west, and with two axes, which guarantees to follow the 
sun directly and thus to take full advantage of the solar radiation. To determine the Sun’s position relative to any point 
on the surface of the Earth, two angles are enough, the angle of elevation and the azimuth angle, or the zenith angle 
and the azimuth angle. These angles vary throughout the day, they also depend on the geographic coordinates of the 
place and the day of the year [1]. 
 
2. Methodology 
The trajectories are computed in Matlab / Simulink ® software using the solar position algorithm described in [2], on 
March 15, 2018, in the interval between 6:00 a.m. to 7:00 p.m., with a step of 1 second between each calculation of 
the position; located in the CINVESTAV-Unidad Zacatenco, time zone is -6hrs, coordinates longitude -99.13047°, 
latitude 19.50991° and altitude 2224m. Assuming an annual average temperature of 16.6 °C and atmospheric pressure 
of 781 mbar. It is proposed the use of polynomials of third order and fifth order to smooth the beginning of the 
trajectories and for the restoration of initial conditions. The trajectories are entered into a trajectory generation block 
to have access to the estimation of the first two derivatives. 

The kinematic and dynamic modelling of the solar tracking system of two degrees of freedom composed of 
revolute joints is performed, obtaining the Euler-Lagrange equations in their matrix form showed in Eq. 1, following 
the methodology described in [3], the solar tracker joints that coincide with the azimuth angle and elevation angle are 
taken as generalized coordinates. 

>(%)% ̈	 	 +	≈(%,	%̇)%̇	 	 +	·(%)	=	Å	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 (1)	
	
The dynamic model of the solar tracker is obtained with DC gearmotors. It is determined that for very small speeds and 
large reduction ratios, the torques due to the dynamics of the solar tracking mechanism are considered as disturbances 
in the model of the DC motor. Therefore, the simplified model for each servomotor is showed in Eq. 2. 

%̈r	 	 +	„r%ṙ	 	 	 =	ör”r	 	 +	=r                             (2)	
Where: 

„∆ =
‚R∆
üR∆

,						ö∆ =
r∆

üR∆1∆
,							=∆ =

ℎR∆
üR∆1∆

−
W∆(%)

üR∆1∆
3 

With ‚"r	viscous friction, ü"r	inertia, rr	gain, ℎ"r	disturbances, 1r	reduction y Wr	gravity terms. 
 
A PID plus feedforward control is proposed for tracking trajectories, let the tracking error 4r	=	ÿr	−	%r, with the first 
two derivatives continuous, ÿr	 	 is the desired trajectory and %r	the actual trajectory. The control law is: ”∆ = ”°∆ +

”≠∆  where ”°∆ =
D

2†
[„∆ÿ̇∆ + ÿ̈∆]  is the feedforward and ”≠∆ =

D

2†
Or°∆4∆ + °_∆4̇∆ + °a∆ ∫ 4∆(Å)=Å

v

o
[  is the 

feedback. °5r,	°qr	and	°=r	are the Proportional-Integral-Derivative gains for each servomotor. 
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3. Results 
The real-time experiments were implemented with the solar tracking mechanism (Fig. 1). The servomotor model RH-
14D6002-E100AL brand Harmonic Drive is used for both axes, the estimated parameters are „	=	„1	=	„2	=	10.2250	
and ö	=	ö1	=	ö2	=	1275.8	, determined by the least squares method.  An  LQR  optimal  control  is proposed to 
tune the gains of the PID controller, achieving a weighting of the total energy consumption. The system in state space 
without disturbances is represented as: 

ṫ = >t + ‚”≠ = c
0 1 0
0 „ 0
1 0 0

dt + c
0
−ö
0
d”≠,	 with	 	 	 t = O4,				4̇ ,				∫ 4(Å)=Å

v

o [
N
	

Solution of the algebraic Riccati equation Eq. 3 allows to calculate the optimal gains for the PID control [4]. 
 

>√j	+	j>	−	j‚/1‚√j	+	/2	 	 =	0,	 	 	 	 	 	 where	 	 /1	>	0,	/2	>	0	 	 and	 	 j	>	0	 	 	 	 	 	 	 	 	 	 	 	 	 (3)	

The optimal gains for the PID control are calculated as [°5,	°=,	°q]√	=	 ö/3
CD‚√j. We obtain the total energy 

consumption º	 in Joules and the Integral Square Error (ISE) is used as a performance criterion. The results are show 
in the Table 1, using the matrix /1	=	diag(500,1,600). 

Table 1. Results for different values of the weight parameter /2	
§Ï	 •Ì	 •|	 •x	 ¶`	 ¶Ï	 Qß®`	 Qß®Ï	
800 1078.01	 55.312	 1104.8	 39.182 17.944 60.396 28.204 
1700 745.19	 40.296	 757.94	 35.806 16.779 124.277 56.790 
	

Fig. 2 shows trajectory tracking, where ÿ1	is the desired trajectory of the azimuth axis and q1	the actual trajectory, 
while r2 is the desired trajectory of the elevation axis and q2the actual trajectory. The time is compressed by a factor 

of 1000 to be able to perform the experiments of a full day in a time of  86.4 s.	
 

Fig 1. Two-axis solar tracking system                        Fig 2. Tracking with /2	=	800	
	
4. Conclusion 
The trajectories of the azimuthal and elevation angles were obtained with the solar position algorithm and it was 
verified that the PID plus feedforward control makes a good trajectory tracking of both axes, the use of the LQR 
allows to tune the control and the increase of the value /2	from 800 to 1700, causes the decrease of the total energy 
consumption, from 39.182 Joules to 35.806 Joules for azimuth axis and from 17.944 Joules to 16.779 Joules for 
elevation axis, with the disadvantage of the ISE increment from 60.396 a 124.277 for azimuth axis and from 28.204 a 
56.790 for elevation axis. 
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Abstract: In nonlinear microscopy using femtosecond pulses to illuminate the sample can degrade 
the resolution of the system if aberrations are not corrected. These aberrations can also couple in 
time stretching the pulses beyond their minimum transform-limited durations. In this work we 
present a theoretical model, based on the scalar diffraction theory, to analyze the coupling through 
aberration and time at the focal region of an optical system that introduces no dispersion or the 
dispersion has been pre-compensated. The analysis for locating the shortest pulse duration, the 
smallest spot size and the highest intensity autocorrelation amplitude are performed with the same 
techniques used in the laboratory. 

 
1. Introduction  

In nonlinear microscopy applications, the light from a femtosecond laser source has to be expanded to fill the full 
aperture of the focusing system, normally a microscope objective [1,2]. Additionally to expanding the beam, other 
optical instrumentation is required to manipulate and/or to measure the pulse in time. For example, a pulse compressor 
is necessary to correct for the group velocity dispersion (GVD) of the complete system, in order to achieve the 
minimum transform-limited duration of the pulse at the sample [3]. A two-photon-absorption (TPA) intensity 
autocorrelation (IA) has to be introduced into the system for temporal characterization [4]. Not only these 
instrumentation introduce wavefront aberrations into the illuminating beam but also the sample itself introduces 
aberration. The coupling through aberrations and time into femtosecond pulses will reduce the nonlinear effect 
generated by the TPA which requires a very high peak amplitude of the intensity autocorrelation. In this work we 
present the modelling of femtosecond pulses at the focal region of an optical system by using the scalar diffraction 
theory [5]. We assumed that any dispersion effect has been corrected so only the aberration and diffraction (for a few-
optical-cycle pulses) couple through time modifying the response of the TPA intensity autocorrelation signal. 

To measure the pulse in time, we use two methods: (a) by fitting a Gaussian to the intensity autocorrelation and 
(b) by measuring the mean square deviation (MSQ) of the temporal distribution as proposed in reference [6]. The 
spatial distribution of the pulse is also measured by two methods: (a) by modelling the knife-edge test and fitting a 
Gaussian to the beam spatial-profile and (b) by measuring the MSQ of the spatial distribution. We will show that the 
two methods give different information for the position of the shortest pulse duration and the smallest spot size. The 
location for the highest IA amplitude is, however, independent of the method used to measure time or space. 

2. Results and Discussion. 

The results for the location of the smallest spot size, shortest pulse duration and the highest IA amplitude measured 
with respect to the paraxial focal point of an ideal and spherical mirror with a focal length of 50mm, diameter of 
12.7mm and numerical aperture NA=0.127 for initial pulse durations of 5fs, 20fs and 200fs@810nm are presented for 
the Gaussian Fit to the IA for temporal distribution and the knife-edge test for the spatial distribution in table 1 and 
for the MSQ in table 2. We can see how the position for the shortest pulse duration and the smallest spot size depends 
on the method used to estimate them but the position for the highest IA signal is independent of the method. For 200fs 
the pulse duration does not change in the sweep interval so it is omitted in both tables. 

In the laboratory the temporal estimation of the pulse is calculated from the IA signal obtained from the experiment 
and by using the knife-edge test to measure the spot size. So, we can conclude that the MSQ method proposed in 
reference [6] does not necessarily give the same information as the one obtained from the experiment for the location 
of the smallest spot size and shortest pulse duration. Notice that the highest IA amplitude for the ideal system is not 
located at zero for very short pulse, we attribute this shift to the spatial chirp introduced by diffraction [7]. 
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Table 1. Gaussian Fit to the IA (time profile) and the knife-edge test. 

Initial 
FWHM pulse 
duration [fs] 

Analysis type 
Min spot on 
x-axis pos 

[µm] 

Shortest 
pulse 

duration pos 
[µm] 

IA max 
pos [µm] 

5 Ideal 0 0 -5 

5 Aberrated -55 -115 -120 

20 Ideal 0 0 -10 

20 Aberrated -55 -135 -190 

200 Ideal 0 -.- 0 

200 Aberrated -55 -.- -60 
 

Table 2. MSQ for measuring temporal and spatial distributions. 

Initial 
FWHM pulse 
duration [fs] 

Analysis type 

 
MSQ in 

space 
x-axis [µm] 

 

MSQ in time 
pos [µm] 

 
IA max 

pos [µm] 

5 Ideal 0 0 -5 

5 Aberrated -65 -115 -120 

20 Ideal 0 0 -10 

20 Aberrated -65 -110 -190 

200 Ideal 0 -.- 0 

200 Aberrated -65 -.- -60 
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Local Information 
 
CANCÚN, MÉXICO 
  
 Located on the state of Quintana Roo, México, in the 

Yucatán Peninsula, the City of Cancún is bordered by the 
Caribbean Sea and is one of the most important and modern 
touristic resorts in the country. 
The natural beauty of Cancún, with wonderful beaches 
characterized by the white sand and clear water with many 
shades of blue, a great hotel infrastructure, nightclubs, 
shops, restaurants and world-class services, have made a city 
of choice for tourists and to organize, weddings, 
conventions, musical concerts, and of course conferences 
and symposiums. 
This great venue is conveniently situated near the Mayan 
city of Chichen Itza and other important sites of this great 
civilization that can make a pleasant cultural visit. 

 

 
Chichen Itza archeological site 

 

 
Tulum 

 
The cenotes 

 

 
The Cancun underwater museum 

 
Isla Mujeres 

 
Spend a day at Xcaret Park 
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